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The present work is devoted to boundary value problems of linear conjugation
with shift for generalized analytic vectors.

A great place in the works of Giorgi Manjayidze takes the investigation of
boundary value problems of the theory of functions with shifts. In such problems
the boundary yalues ofthe desired functions are conjugating in the points which are
displaced to each other. The model problem is to find a function @ (r) holomorphic
on the coTpiex piane z, cut along some simple closed curves, the boundary values
of which &+ (t) and are satisfying the condition

$+[a(t)]=G Ne ~ (t) + g(t), te I

from both sides of I', where G(t), g(t) are given continuous functions on I', a(t) is
continuous function mapping ' onto 7 in one-to-one manner.
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Later on result obtained by him in this direction became known as the theory of
conformal sewing. He also studied the problem with shift depended on parameter
and proved the invariance of partial indices for conformal mappings. A special
cycle of G. Manjavidze’s works is devoted to the investigation of boundary value
problems of the function theory by method of successive approximations by means
of which solution of the problems with shifts in case of several unknown functions
was considerably simplified.

G. Manjavidze obtained marked results for discontinuous boundary value prob-
lems with shift for generalized analytic vectors. He studied the Riemann-Hilbert
problem in domains with non-smooth boundaries, the Riemann-Hilbert-Poincare
problem for generalized analytic functions, and the differential boundary vaine
problem of linear conjugation. In particular, he established both the solvability
conditions of these problems and the index formulas and discovered the connection
between the problems with shift for analytic and generalized analytic functions.

1. Generalized analytic vectors (definitions and notations)

A vector w(z) = (wi,..., wm) is called generalized analytic in domain D if it is
a solution of the ellipt.ic system

dzw —Qdzw + Aw + Bw = 0, (1.1)

where A(z), B (z) are given sguare matrices of order n of the class LPo(D), po > 2
and where Q(z) is a matrix of the special form: it is guasi-diagonal and every
btock Qr = (qgrk) is lower (upper) triangular matrix satisfying the conditions:

Qu = eee=o9mr mr = 4r, |or|<9o<l,
Aik = 4i+s,k+s (i+ s<n, K+ s< n).

Moreover, Q(z) G IR)(C), p > 2 and Q(z) = 0 outside of some circle. Under
the solution of (1.1) we mean so-called regular solution, i.e., w(z) G L,2{D), the

generalized derivatives of which wz,wz G LWD'), w8 > 2, where D' is arbitrary
closed subset of D.
If A(z) = B(z) = 0, then
dzw - Qdzw = 0 (1.2)

and the Solutions of (1.2) are called Q-holomorphic vectors.
The eguation (1.2) has a solution of the form

6€)(z) = zt + Tta, (1.3)
where / is unit matrix and w3(z) is a solution of the eguation
u(z) - Q(z)Uu) = Q(2)

belonging to .Lp(C), p > 2. T, N are well-known integral operators. The solu-
tion (1.3) is analogous of the fundamental homeomorphism of Belframi eguation.
The matrix

V(t,z) = dte()I<;{t) - ({2)} 1
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is calted generalized Cauchy kernel for the eguation (1.2), and consider Cauchy
type generalized integral

h(-) = ‘JV(t,Z)thn(t), (1.4)
r
where I is closed simple smooth curve, p(t) G 1i(I') and
det = | dt + Q(t) di.

If the density p(t) in (1.4) is Holder-continuous on I, then (1.4) is Holder-

continuous in D+ and in D ~; the boundary values of ® on I are given by
P+(E) = £ND) + N - \]V(T,Z)dQTn{T). (1.5)

r

If /x(t) G LP(T), p > 1, then (1.5) are fulfilled almost everywhere on I, provided
that @&+ (i) are angular boundary values of the vector ®(r). Here very important
role play the analogous integral operators

{TH[z] = ¥ V(t, z)f(t) dat,
D

(I_’)H:'I \] dzV(t, z)f(t) dat.
D

If Q G Ha°(C), then {Tf) is completely continuous operator from LP(D),
p > 2,onto Ha(D), a = min{ao, Toreover the operator I is linear bounded

operator from LP(D) to LP(D), and
(dz- Qdz)Tf = f, dzT f = n/.

Using Q-holomorphic vectors the generalized analytic vectors can be represented
as follows (Bojarski B. Theory of Generalized Analytic Yector.)

rp) = o(r)
N 1.6
M ,£)® (i) dat r22.)o @) & + > ckwk(z), (1.6
D D k=1
where @ (r) is Q-holomorphic vector, wk(z), k = 1,..., N, is a complete system of
linearly independent Solutions of Fredholm eaguation
Kw = w(t) ——j ] V(t, z) [A(t)w(t) + B(t)w(t)] dat = o.

D

wk(z) turn to be continuous vectors in whole piane vanishing at infinit}', ck are
arbitrary real constants, the kernels Ii(r,i), r 2(z,f) satisfy integral eguations in
turn.



11267 G. Akhalaia, N. Manjavidze

Finally the vector ®(r) has to satisfy the folowing conditions

Re k=1,...,N, a.7)
D

where Vk{z) GLP(D) (k = 1,..., N) form system oflinearly independent Solutions
of Fredholm integral eguation

D D

It should be mentioned that, generally speaking, the Liouville theorem is not
true for the Solutions of (1.1). This explains the appearance of the constants Gc
in (1.6) and that the condition (1.7) has to be satisfied.

2. Relation between BVP of linear conjugation and generalized analytic

functions

Now we show the connection of linear conjugation problem with shift and
the theory of generalized analytic functions. This gives the possibility to consider
the problem of linear conjugation in somewhat different formulation.

Let I'i and 2 be Liapunov curves, aft) is function mapping 'i onto '2in one-
to-one manner preserring orientation, a(t(s)) is absolutely continuous function,
M > Ja'(t)l > m > 0 (M and m are constants), aft) and bit) are given matrices
of the class HAfTi) (p > |), aft) is nonsingular sguare matrix of order n, bft) is
(n x I)-matrix.

Find piecewise-holomorphic matrix <p(z) having finite order at infinity,
2 (1), G H (I') and satisfying the boundary condition

ipt [a(t)\ = a(t)ip (t)+b(t), ter 1. (2.1

We cali the piecewise-holomorphic matrix x(z) with finite order at infinity the
canonical matrix of the problem (2.1) if detx(z) ® 0 everywhere except perhaps
at the point z = 00; x(z) has a normal form at infinity with respect to columns
and

x+[a(t)]=a(t)x (1), ter 1l

Mapping conformally D£ and D into interior and exterior parts of the unit
circle I respectively we get the same problem (2.1), where a(t) maps ' onto T;
the matrices a(t),b(t) have the same properties. Consider the problem in case
rr=r2=r.

After proving some useful propositions we get the following

Theorem 1

Ali Solutions of the problem (2.1) are given by the formulas

<p[*(2)] = Xa[a(z)][Tf + h(z) + P(w0(2))], z GD+, -
(2.2)

D) Xa(z)[T.f + h(z) + P(u>0(2))], ZGD-,
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where P(z) is arbitrary polynomial vector and the vector f £ LP(D), p > 2, is
a solution (unigue) of the equation

«l=mm N *)-cp )n/ = ag(n);

hWz2) =— fixiblT-T d
w 2m J t- z
7
9(z) = (9.....,gn)=q(z)h'(z)ELp(D+).

The Solutions vanishing at infinity are given by the formulas (2.2), where
P{z) = {Pxi-i, mmm P Xn-i), >\ > ... > Xn

are the partial indices of the problem (2.1), Pj(z) is arbitrary polynomial of order
j (Pj(z) —0 ifj < 0); if0> xsti > eee> xn, then the uector b(t) has to satisfy
the following conditions

211 1 9% (9 r(Ck)«c@n= f te{[xIJ(Q!W)]_1b(t)}jr
D 7
j=s+1,...,n; k=0, . \xj\ —1,

where L f = f(z) - M{qgf).

3. BVP of linear conjugation with shift for generalized analytic vectors

Define the classes for Q-holomorphic vectors. Let D+, (D ~) be finite (infinite)
domain which is bounded by a simple closed Liapunov smooth curve I'.

Denote by ESP(D,Q), s> 0,p > 1. Q{z) = (qik) £ W”o(C), p > 2, (D is one
of the domains D+,D~,N'A(C) is a Sobolev space) the class of Q-holomorphic

yectors ®{z) = (®i,..., ®,) in the domain D satisfying the following conditions
ABPK \dz\ < C, K=1,...,n,
/ dzs

where C is a constant, 5kr is an image of the circle |£] = r, r < 1, while guasicon-
formal mapping £ = u)k(Sk(z)) of the unit circle |£] < 1 onto D, wk is an analytic
function in the domain Sk(D), Sk is a fundainental homeomorphism of the Bel-
frami eguation

dsS - gkk(z)dzS = 0.

If D is infinite domain, then for the simplicity of notation we suppose that
IF(oo) = 0 (remind that Q-holomorphic vectors are the analytic functions in
vicinity of the point r = oo, because Q = 0 at infinity). By ESP(D, Q, S) denote
the class of the yectors @, belonging to the class ES\(D,Q) for some A > 1, for
which the angular boundary yalues are belonging to Lp(T,p),

r
p(t) = I'[\t-tkr, tk €7, -1 <Wk<p—1 p>1 (3.1)
k=1
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Let Q+{z) and Q (z) are two given matrices, satisfying the conditions Q+ €
n~rC), Q~ € WE{C), I,m > 0, po > 2. Q+,Q~ GUE(C), when|l =m = 0.
By Ef,m (I, we denote the class of the vectors defined on cut along I'
piane, belonging to the class Eip(D+,Q+.p+) (Emp(D~.Q~,p~)), in the domain
D+ (D~), Eo,p(D, Q) = EP(D, Q). Introduce the classes of the generalized analytic
yectors, satisfying the eguation of the form

Mw = dzw —Qdzw + Aw + Bw = 0; 3.2)

in case of infinite domain we suppose, that Q,A,B are egual to zero at infinity.
By Eitp(D, M), | > 0, p > 1, denote the class of the Solutions of the eguation (3.2)
satisfying the conditions

diwk "\ Lo e dSV\'kp\dz\<c K=1,..n s=1,. ., 1—1
/sl D dzs , .., 1 —1,

the curve Skr is defined above, C is a constant; if D is infinite domain, then
w(oo) = 0. Here we consider, that ' e 4™, Q(a) £ U ~(C), po > 2, when | = 0,
QGWA”(C), A,BE Loo(D), Q£ WA(C), A.BEL"D), A(z),B(z) £HI~\D).
By Elp(D, M, p), | > 0,p > 1, p(t), is a function of the form (3.1), denote the
class of the vectors w(z), belonging to the class Ei.\(D,M), for some A > 1, for
which the angular boundary values of the vector £ Lp(T,p).
Eimp(T,M+,pt) denotes the class of the vectors defined on the piane cut
along ' and belonging to the class Ei P{D+,M +,p+) [Emp(D~,M~,p~)\ in

D+ (D~).
Consider the following boundary value problem:
Find a vector o(r) = (®i,...,o,) of the class Efm (I', M £,p”") satisfying

boundary condition
o+ [a(i)] = + b(t]¥r{t) + f(1), ter. (3.3)

I is simple closed Liapunov curve, a(t) is function mapping I' onto I in one-to-one
manner, preserving the orientation, a(t) and b(t) are given piecewise-continuous
(n x n)-matrices on I, inf |deta(t)] > O, f(t) is given vector of the class LP(T, p),
p = p~(t) is a function (3.1), p+(t) = nLr I** a(*c)l*1-

The following proposition holds.

Lemma
If the vecior ©(r) GE~(T,Q%,pt), then it is unieuely representable in the form
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where p{t) £ L(T, p) is a solution of Fredholm integral eguation

= @ +[a(i)]-®~ (i),
/3(t) is inuerse of a(t).

Substituting the representation (3.4) in the boundary condition (3.3) for the
desired vector p(t) we obtain the singular integral eguation

Cp= [I+ a(t)]p,(t) + bt)p,(t) H"fr_]: Jf M i(r, t)/x(r) dr
r
+ J M 2(TN)p(T)nT = 2/(t),
n?
'
Mi(T, p(m)<iT = [V+(a(T),a(t))dQ + a(t) - a(t)\C(j,t)dQ - Tlp(1),
M 2(T,i)p,(T)ciT = b(t)V- (T,1)dQ - Tp(T).

The following result holds.

Theorem 2

If the eguation (3.5) is Noetherian in the space L p(T,p), then the boundary prob-
lem (3.3) is Noetherian in (I Q+,p”"); the necessary and sufficient sohability
conditions have the form

Re\]f(t)Ng dt = 0, kK=1,...,,

r

where ipk{t) is a complete system of linearly independent Solutions of conjugate
homogeneous eguation Cip = 0 of the class Lq(T. pl~q), q = the index of the
problem (3.3) of the class EAf{T,Q+ ,pt) is egual to the index of the eguation (3.5)
of the class L p(Y,p).

Consider now the problem (3.3) for generalized analytic vectors satisfying the
eguations of the form (3.2):
Find the vector w(z) £ Ep (T. ,p~) satisfying the boundary condition

w+[a(t)] = a{t)w~ (t) + b(t)w~(t) + f(t), tET. (3.6)
We seek the solution of (3.6) by the formula (1.6) in the following form
w+(z) = ®x(r) + JJT f(z,”+{t)dat
D

Nz
[f @z )<BA(t) dat + v L ckwk (z)’
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where ®+ (r) G £/(I, <3*, px), cNk = 1,..., Nr+) are desired real numbers, w”(z)
- Solutions of the corresponding integral eguations. The vectors $ * (t) have to
satisfy the conditions

Im\]tD"i)d,Qityjf(t) = 0, K= 1,--- N %,
r

where yjj: are the complete Systems ofthe homogeneous conjugate eguations. W ith
respect to the vector ®+ (r) we obtain the following boundary problem

®d+a(i0)] = a(to)$~(to) + b(to)d_(i0) + £+d+ + £- d“ + /o(to),
N~ N+ (3-7)
fo(t) = f(t) + J2 ck [ak{i)w (f) + bk(*)wk (0] - J2 Ck[* W],
fc=1 fc=1

the operators £+ and £_ are defined as follows

£+®+ = |13 [[+(a(i0N))d+(i) + T+(a(*0,i))® +LW ] dau
D+

£ b~ = th)F(to) + b(t0)F (t0),

F(to) = [r*(a(tO,m -(t) + TA(tO,t)"¥r(J)]dat.

D~

Substituting the representations (3.4) first in these formulas we obtain that the
operators £+ and £_ are completely continuous operators in LP(T,p+),LP(T,p~)
with respect to the angular boundary values ®+(7),®“ (1-) and then in (3.7) we
get singular integral eguation with respect to the vector p(f)

N
Op = (00 + fii)M + P2P = 2f(t) + ~2d krlk(t), (3.8)
k=i
where flo is completely continuous operator, Oi and O2 are singular integral oper-
ators rjk(t) are linearly independent continuous vectors, represented by w”(t), dk
(k=1,...,N, N < N+ + N~) are desired real constants. Besides (3.8) the vector
p has to satisfy the conditions

Ime,(t)u>k(t)dt=0, k=1,...,N,
r
where uk(t) (k = 1,..., N) are linearly independent vectors, represented by
The necessary and sufficient solvability conditions of the problem (3.6) in the
class have the form (Prossdorf S. Sorne Classes of Singular Egqua-
tions).
Re / f(t)Yk(t)dt = 0, k=1...R. (3.9)

r

where the linearly independent yectors Yk.(t) (k = 1,..., B) belongingto the class
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£P(I, px~q), are representable by if+,ip~ and by the vectors composing the basis
of subspace of the Solutions of adjoint homogeneous eguation fiVv = 0. The index
of the problem (3.6) is egual to

x + N —B, (3.10)

where x is the index of the operator fi of the class LP(T, p). Actually N = B in
the formula (3.10).

Let X + be sets of the vectors w+ (z) defined in the domains D * representable
in the form

wt{z) = $+{z) + ht{z), &+(r) e Ep{T,Q%x,px), hx(z) e Ha{Dz).

This pair of sets coincides with the class Ep (I', Af ,pt). Introduce the norms

= inf {]0% IbAT,P1), A jH" (D)},

Art are Banach spaces. Let X = (X +,X~) be new Banach space with the norm
\w\x = max[jw+ |x+, |re_|x-]- It is evident, that this norm in £2(', M x,p%) is
independent of A ,B”. Consider the set of the operators

M~Aw+ = Oru;x - Qidzwt + A[Axwzx + Bzt ],

where A € [0.1]. In order to calculate the index of the problem (3.6) we may take
the differential operators of the form = dzw+* —Qz+dzwz+ and for such operators
the numbers N +,AT~ are egual to zero and hence N = R in (3.10).

Theorem 3

The necessary and sufficient sohability conditions of the problem (3.6) in the class
Ep(r,M=*,pt) are the conditions (3.9); the index of this problem is egual to the
index x of the operator fi.

Note that if the matrices aft) and b(t) are continuous, then the index of any
class is given by the formula

x = —[argdeta(f)]r-

- m
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