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Markoff’s chain discribing a certain experimental pattern

Introduction. The subject of our considerations is an experimental pattern which 
is described by a sequence of stochastic variables. It is shown that the sequence is 
a homogeneous Markoff’s chain; later the conditions required for a chain to become 
a stationary chain are established.

A t the end of the considerations there are some comments concerning the ergo- 
dicity introduced by the above pattern of the chain, especially the different ergodicity 
formulations and related conceptions which are found in older literature about 
Markoff’s chains.

An experimental pattern is discribed below: ( fc + lj  urns, U0, U k, U2, . .. ,  Uk, 
contain balls numbered 1 , 2 Let  us suppose that in urn U{ there are stJ 
balls with number j ,  and that

к
a) the urns, U0, U t , . . . ,  Uk are not empty, so that £  stJ = s t> 0,

j=  i
b) s0J> 0 for j  — 1, 2 , . . . ,  k.

We draw (always returning the extracted ball to the urn) in conformity with the 
pattern below.

Let us start by drawing at random a ball from the urn U0 ; this is the preliminary 
or zero stage. If  the drawn ball has number j ,  then the next drawing will be made 
from the urn Ui  ( j  — 1 , 2 , . . . ,  k). This random drawing is stage one.

Then the second stage consists in drawing a ball from the urn with the number 
of the ball drawn in the first stage; this operation is continued and the stage n will 
consist in drawing a ball from the urn which has the same number as the ball in 
drawing in stage (л —1). The space of elementary events E  describing this pattern 
is a set of sequences (xn) (limite or infinite —  since in theory it is possible to continue 
indefinitely the drawing of the balls), where x„ for n — 0 , 1, 2 , . . .  denotes a ball 
which is drawn in the stage n and for n >  1 arises from the urn having a number equal 
to the number of the ball drawn in the stage (и — 1).

Let us denote by A * a stochastic event consisting in extracting of a ball with 
number j  in the drawing m : A ° =  {(*„) : x 0 is a ball with number j  from urn U0} ; 
A) =  {(x„) : x l is a ball with number j  drawn at random from the urn whose number 
is equal to the number of the ball drawn from the urn U0}.
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Let <f„ denote the number o f the ball drawn from an urn in stage n. For 
n =  0 , 1 , 2 , . . .  the functionals map the space E  into a set { 1 ,2 , . . . ,  k ), and it 
is a simple matter to show that they are measurable in a probabilistic system. In this 
way we obtain a sequence o f stochastic variables £o> £i > £2» •••

For each n ^ O  we have £„(£)<= { 1 ,2 , . . . ,  k}.
Let us proceed to the construction of the distribution of these stochastic va

riables.

P (£0 =  j )  — P{A°:) =  — , in view of theorem of classical probability.

Let further pj(0) =  P (A °). Thus we obtain the vector m0 '== [p (0), p 2(0 ) , . . . ' ,  p*(0)], 
whose components are the probabilities in the distribution of the stochastic va
riable £0. Thus the distribution of the stochastic variable £0 is the set

{ (y ./ ’/O )): j  =  1» 2 , . . . ,  k} .

Further we have P (Ç t =  j ) =  P (A }). Let denote by analogy p j(l)  =  P ( f t =  j )  

and m l =  [ p i ( l ) ,p 2(l)> •••>Л (1)]-
Thus Pj( 1 ) is a probability of drawing a ball number j  in the first stage. Let 

us find the distribution of the random variable £t .
The events A 1, A ° , . . . ,  A °  form a complete system of events; in view of the 

theorem of complete probability (Р (А ° )>  0) we have

(1) P {A ))  =  X P ^ P ^ j M , 0) .
i = 1

The conditional probability P (A ) \A °)  is a probability that the random variable will
have the value j ,  when the variable £0 has been taken the value i ;  thus it is the proba
bility that in the first stage the ball j  was drawn on the condition that it was drawn 
from urn U t. Let us denote this probability by рц .

The numbers p i} form a square matrix of order к ; it is denoted by Q (l) .  We 
shall prove that for i =  1, 2 , к

, P ■■ ; 1

i p » - 1J= i

and that this relation is independent o f the distribution of the balls in the urns.
The following symbols are introduced in order to simplify the notations: A ntJ de

notes a random event consisting in drawing a ball with number j  in the л-th stage, 
on the condition that in the preceding stage a ball with number i has been drawn,
i.e. a ball drawn from the urn U ,, Thus the random event A"j is a set o f sequences 
( x j  6 P in  which x„ is a ball with number j ,  and x„_ x a ball with number i. It is obvious 
that A"j =  A j  n  A"~*.

к

The random events A nn , A ”2, . . . ,  A nik are two by two disjoint, and 1J A", is the
i

set including those sequences ( x „ ) e F  in which x„+ l is a ball with number i.
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Hence
к

\J  Ah =  A "-1  for и>1 .
/= i

Thus we have for ri — 1 (and not only in this case), for any distribution of the balls 
in the urns, that in the urn U0 the numbers of balls of all kinds must be different 
from zero:

É *  ■ ■ ° ■ £ p(Ai'At)-É
ij = i j = i

=  / £  П Л Ь  =  J , ( A Ï ) / ^ j F (A u') =  =  P (A ? )P (À i)  =  L
j= l  7=1

Thus matrix Q (l)  is a stochastic matrix; we call it the transition matrix after the 
first step.

We shall prove that in our experimental scheme the transition matrix after 
every step is just the matrix Q (l) .  We have, by virtue of (1), that

л(1) -  P(Zi =  0  =  £  Ptfo =  V P( f i  =  i \ t о =  0  =  E p K0)p „ ;
/=1 1= 1

hence it follows that the distribution of the random variable is the set

{O'. E  Л(0)/>у): j  =  1,2,. . .  Д } ;
/= 1

this means that

(2) m, =  m00 (D  •

In turn we shall prove that the distribution of the random variable depends only 
on the distribution of the random variable but it is independent of the distri
bution of the random variables in the sequences in question occurring “earlier” .

According to the prescription of our procedure, Р (А ^ \А \~ 1) =  P {A ) \A °)  
for 1 — 2 , 3 ,  . . . .  whence it follows that matrix 6 (1 ) is a transition matrix after any 
step (after one step in any stage). In a way similar to that used previously in the con
struction of the random variable ^  leads to the result:

pT  = P(it =J) = Ь({м = i)P(ii =Ж«-1 = 0 =
(= i i= i

For /> 1  the distribution of the random variable £, is the set

{О ’ Т р М -  V pijY- j  =  1 > 2 . •••> •
i« l
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hence

(3) щ  =  т , _ ! 0 (  1); q.d.e.

Every step of our procedure (of our experimental scheme) is described by a stochastic 
variable.

The sequence £0 , £1, £2, ••• is a special sequence, in which the distribution of 
every variable (the variable £0 excepted) depends only on the distribution of the va
riable immediately preceding it in the sequence.

P(Sn =  in 16,-1 =  in -1, - ,  Co =  io) =  =  in \tn -i  =  *»-i)

for n =  2 , 3 , . . . ,  where =  1, 2 , . . . ,  A:.
This specific relation is the factor linking these variables in a chain.
The sequence of the random variables constructed in the above fashion is a model 

o f a homogeneous Markoff’s chain.
The stochastic variables £o> £i> £2, — take the same values; however, the distri

butions o f the variables do not need to be identical. For instance assuming that the 
initial mesure is m0 =  [-g-, -f , f ]

6 (1) =

(it is easy to establich in this case the composition of the urns U0, U lt U2, U3), 
then in1 =  [y|, -3V , э41-

In this case not only the random variables <J0 and £lt but also the subsequent 
variables are different.

We may ask the question whether it is possible to select the composition of 
the balls o f different kinds in the urn U0 in a way ensuring the identical distribution 
of the random variables £0 and in other words ensuring the equality 
m0Q (l)  =  m0 .

Thus the problem consists in deciding whether for a given transition matrix Q (l) ,  
after one step, it is possible to establish the initial measure

m0 =  te i(0) ,/> 2(0) ....... Л ( 0)]

in such a way leading to the realization of the relation below:

[P i(0 ) ,p 2( 0 ) , . . . ,p km Q ( l )  =  l>i(0),/»2(0), -  , Л ( 0 ) ] .

Because of (3) the theorem below is valid:
If  m l =  m0, then the distribution of all the random variables in the sequence (Çn) 

are is identical. Vector m0, which for a given transition matrix is an object of our 
research is known under the designation of a invariant measure.
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Thus our problem is reduced to the demonstration of the existence (for a given 
stochastic matrix) of positive numbers p l (0 ) ,p 2(0), . . . ,p k(0) fulfilling the relations

к

(4a) £ р ((0)р17 =  pj(0) for y =  l , 2 ,  . . . ,k
1=1

and

(4b) 1 л ( 0 )  =  1 .
i= l

The relations (4a) describe a homogeneous system of equations, whose principal
matrix has the form [q^],
where

a = jPi J  for i + J
U [Pu  =  1 for i = 7  (b y ]  =  0 (1) ) .

P n + P i2 +  ---+Pik — 1; hence it follows that if we add to the first column all the 
other columns we obtain a matrix, whose first column is equal to zero ; this means 
that the system (4a) has non zero solutions. In [4] it is shown that all the non zero 
components o f each non zero solution of system (4a) have the same sign; hence 
it follows that after normalisation of the vector which is a non zero solution of (4a) 
this vector will fulfill condition (4b).

It follows also from the theorem proved in [4] that every matrix g ( l ) > 0  is 
characteried by an unique invariant measure; in the case Q ( 1 )^ 0  there exists at 
least one invariant measure. In the example above there is only one invariant 
measure, namely the vector

Z, _  Г20 1 1 231
m O -  Li-? .  5 4  1 -54J •

In case of matrix

T 0 f

(O II 0 1 0

i  0 1

There is a great number of invariant measures: they have the form

™ 0 =  [t O -« )> « >  t O - oOL
where 0 < a < l .

I f  the composition of the balls in urn U0 is such that the vector

LPi(0),/>2(0), -*A(0)]

is an invariant measure (it is always possible to make such a choice of the balls), 
then the experimental scheme introduced in this study describes a sequence of sto
chastic variables which is a stationary chain of Markoff.

Assuming the existence of such an / that for i — 1 , 2 , . . . ,  к the condition s i(> 0  
will be fulfilled ("this means that the number of balls with number 1 is a positive 
number in each of the urns Ux, U2, U k) then the sequence (<Q is an ergodic 
chain.
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Let Q(ń) — [рц(п)] be a transition matrix after n steps. It is easy to show that 
in the case o f our chain Q(ri) =  [0 (1)]". It  follows from the ergodic theorem that 
for i =  1 , 2 , . . . ,  к lim р у(и) =  p j. Matrix Q(n) tends to a matrix having the same

П-* 00
elements in the columns. I f  for i , j  = 1 , 2 , . . . ,  к we have j y > 0, then by the ergodic 
theorem we shall have p}> 0 for j  — 1, 2 , ...,/c.

We shall modify our experimental scheme in following way : Besides urn U0 we 
have the sequence o f U tJ urns (i — 1 , 2 , . . . ,  k ; j  =  1 ,2 , . . . ) .  A s before we draw 
a ball from urn U0. This is the initial stage. I f  /  is the number o f the balls extracted 
at that stage then the following drawing (this is first stage) is made from the urn U n .
The urns U l t , U2 i ........Uki serve to accomplish the drawing at first stage. I f  the ball
drawn at first stage is a ball with number m, then the subsequent drawing (stage 
number 2) is made from urn Um2 and so on. We shall consider —  as previously —  
the sequence of random variables where is the number of balls drawn at n stage.

The transition matrix 0 ( 0 ,  1) from the initial to the first stage is determinated 
by the distribution of the balls in the urns U l2 , U22, . .. ,  Uk2. In this case a sufficient 
condition is the existence o f such m and /  from the set {1, 2 , . . . ,  k] that the proba
bility of drawing a ball with number / from the urn Uml should be different from the 
probability o f drawing a ball with the same number from the urn Um2,
i.e . 0 ( 0 ,  1) Ф Q (  1 ,2 ). In the case of such a collection of urns the sequence is 
am nonhomogeneous Markoff’s chain. It is easy to verify that

=  m0-Q (0 , 1) ,  

m2 =  Wj • Q ( l , 2)

or more generally

™n f  Я - Г 0 .

Finally let us apply the definition of a regular chain, of a positive and regular chain 
and of a completely regular chain —• defined in [2] —  to our case. According to [4] 
a regular chain is an ergodic chain. A  regular positive chain is a chain for which all 
the limit probabilities are positive. On the base of the already mentioned theorem 
in [2] every ergodic chain in the sense of Markoff [2] is a positive regular chain in the 
sense o f Romanowski [4].

According to [4] a completely regular chain is a positive regular chain, in which 
all the limit probabilities pj are equal (in our case this means that if in each urn the 
number o f balls o f all kinds were positive, then the limit probabilities would all 
assume the value 1 fk). I f  A0 =  1 is a simple eigenvalue of the matrix Q  and all the 
other eigenvalues are smaller than unity —  then the matrix Q  is called in [4] a regular 
matrix.

From [4] the conclusion follows that if the matrix 6 (1 )  is a regular one in the 
sense given above —». then a homogeneous Markoff’s chain defined by its help is an 
ergodic chain.

It follous from the theorem (4) in [4] (page 16) that every positive is a regular one.
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