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Editorial
Annales Academiae Paedagogicae Cracoviensis Studia Mathematica (AAPC

SM) has undergone radical changes during the last few months. These changes
go in two directions.

The first, the most visible one is that we go online. As a matter of fact
if you read this, it means that we are already online! The online version of
the journal is not just an electronic version of the printed version. All papers
accepted for publication will appear in the electronic form immediately after the
typesetting procedures. I hope that in case of positive referees reports, between
submitting the paper and its appearance online there should pass no more
than six months. This way AAPC SM should become an attractive journal
as far as the proceeding time is concern. Another advantage of publishing
here is a practically unlimited dissemination of the results. At least for the
opening period of five years we are about to maintain an open system with all
articles available online to everybody at no charge. Depending on the number
of accepted papers, at least once a year a printed version of the journal will
appear.

The second direction of changes is less visible but quite vital to the perspec-
tive authors. So far each issue of AAPC SM was edited by a different team.
From this issue on the journal has got fixed editors and clear submission pro-
cedures. I hope that with this change the journal will become on the one hand
more homogeneous as far as the quality of published materials is concerned,
and on the other hand it will attract authors and subjects so far not repre-
sented here. The journal is open to every branch of pure mathematics and to
the entire mathematical community.

Jacek Chmieliński and Władysław Wilk who joined me in the editorial team
prepared the online platform using Open Journal Systems. I would like to take
the opportunity to thank them for the great job. At the same time I would
like to thank Bogdan Nowecki, the Director of the Institute of Mathematics, as
well as Tadeusz Budrewicz, the Rector of the Pedagogical University in Cracow
responsible for scientific matters for their continuous support of that idea.

Well, here we are.

Tomasz Szemberg
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Gheorghe ToaderComplementary means and double sequen
es

Abstra
t. We look after the complementary means with respect to a weigh-
ted geometric mean of Stolarsky means in the family of Gini means and
in the family of Stolarsky means.1. Means

Usually, the means are given by the following

Definition 1
A mean (on the interval J) is a function M : J2 −→ J , which has the property

min(a, b) ≤ M(a, b) ≤ max(a, b), ∀ a, b ∈ J.

Each mean is reflexive, that is

M(a, a) = a, ∀ a ∈ J,

which will be used also as a definition of M(a, a) if it is necessary.
A mean can have additional properties.

Definition 2
The mean M is called:

a) symmetric if

M(a, b) = M(b, a), ∀ a, b ∈ J ;

b) strict at the left if

M(a, b) = a =⇒ a = b,

strict at the right if

M(a, b) = b =⇒ a = b,

and strict if is strict at the left and strict at the right.

AMS (2000) Subject Classification: 26E60.
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We can compose three means M , N and P on J to define another mean

P (M, N) by

P (M, N)(a, b) = P (M(a, b), N(a, b)), a, b ∈ J.

Most of the usual means are defined on R+ . So are the Stolarsky (or
extended) means given by

Er,s(a, b) =

(

s

r
· ar − br

as − bs

)
1

r−s

, r · s · (r − s) 6= 0, a 6= b

and the weighted Gini means defined by

Br,s;λ(a, b) =

[

λ · ar + (1 − λ) · br

λ · as + (1 − λ) · bs

]
1

r−s

, r 6= s ,

with λ ∈ [0, 1] fixed. Weighted Lehmer means, Cr;λ = Br,r−1;λ and weighted
power means Pr;λ = Br,0;λ (r 6= 0) are also used. We can remark that P0;λ =
Gλ = Br,−r;λ is the weighted geometric mean. Also

Br,s;0= Cr;0 = Pr;0 = Π2 and Br,s;1= Cr;1 = Pr;1 = Π1 ,

where we denote by Π1 and Π2 respectively the first and the second projection
defined by

Π1(a, b) = a, Π2(a, b) = b, ∀ a, b ≥ 0.2. Gaussian double sequen
es
The well known arithmetic-geometric process of Gauss was generalized for

arbitrary means as follows. Consider two means M and N defined on the
interval J and two initial values a, b ∈ J .

Definition 3
The pair of sequences (an)n≥0 and (bn)n≥0 defined by

an+1 = M(an, bn) and bn+1 = N(an, bn) , n ≥ 0 , (1)

where a0 = a, b0 = b, is called a Gaussian double sequence.

Definition 4
The mean M is compoundable in the sense of Gauss (or G -compoundable) with

the mean N if the sequences (an)n≥0 and (bn)n≥0 defined by (1) are convergent
to a common limit M ⊗ N(a, b) for each a, b ∈ J .

The function M ⊗ N defines a mean which is called Gaussian compound

mean (or G-compound mean).
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The study of convergence is quite complicated. A general result was proved

in [6]. If the means M and N are continuous and strict at the left then M and
N are G-compoudable. There is also a variant for means which are strict at
the right. The result is not valid if we assume one mean to be strict at the left
and the other strict at the right. For example the means Π1 and Π2 are not
G-compoudable (in any order). But, as we proved in [11], we can G-compose
a continuous strict mean with any mean. A similar result was given recently
in [5].

Some G-compound means can be determined using a characterization based
on the following result, proved in [2] (and rediscovered in [5]).

Theorem 5 (Invariance Principle)
Suppose that M ⊗N exists and is continuous. Then M ⊗N is the unique mean

P which is (M, N)-invariant, that is

P (M, N) = P. (2)

In fact, this is the way in which Gauss proved that the arithmetic-geometric
G-compound mean can be represented by

A⊗ G(a, b) =
π

2
·
[

∫ π

2

0

dθ
√

a2 cos2 θ + b2 sin2 θ

]−1

.

As usual A = P1; 1
2

and G = G 1

2

.3. Complementary means
As we can see in the last example, the product of two simply means, like A

and G, can be very complicated. So, to obtain some results, we change the point
of view from the Invariance Principle. The determination of an invariant mean
is very difficult. To simplify the search, we start with the following definitions

given in [7]: the means 2A − M and G2

M are called complementary of M and
inverse of M , respectively. We proposed in [11] a more general definition (that
was given again in [10]).

Definition 6
The mean N is called P -complementary to M (or complementary with respect

to P of M) if it satisfies (2).

If the P -complementary of M exists and is unique, we denote it by MP . It

is easy to verify that MA = 2A−M and MG = G2

M , thus the definitions given in
[7] are indeed special cases. An existence theorem of complementary means for
symmetric means, was proved in [10]. It is easy to verify the following results.
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Proposition 7
For every continuous strict mean M we have

MM = M, ΠM
1 = Π2, MΠ2 = Π2

and if M is moreover symmetric then

ΠM
2 = Π1 .

We shall call these results as trivial cases of complementariness.

Many non trivial examples can be found in [12]. In fact, for the ten Greek
means (or neo-Pytagorean means, as they are called in [2]), we determined the
ninety complementaries of a mean with respect to another. They are done by
direct computation. To make other determinations of complementaries, we use
series expansions. We try to identify the complementary of a mean from a
given family of means in an other family of means.

To illustrate this method, we study the complementariness with respect to
the weighted geometric mean Gλ. Denote the Gλ-complementary of M by MG(λ)

and we call it generalized inverse of M . For example, in [3] one was looking
after the generalized inverse of a weighted Gini mean in the same family. Here
we determine the generalized inverse of a weighted Gini mean in the family of
Stolarsky means and converse, the generalized inverse of a Stolarsky mean in
the family of weighted Gini means.

We omit anywhere to write λ if it is equal to 1
2 . In this case the generalized

inverse of M is simply the inverse of M . For instance, in [1] they are determined
the inverses of Stolarsky means in the same family of means.4. Series expansion of means

For the study of some problems related to means, in [9] the power series
expansion is used. Usually, for a mean M the series of the normalized function
M(1, 1 − x), x ∈ (0, 1) is considered.

For example, in [8] it is proved that the extended mean Er,s has the following
first terms of the power series expansion

Er,s(1, 1 − x)

= 1 − x

2
+ (r + s − 3) · x2

24
+ (r + s − 3) · x3

48

−
[

2(r3 + r2s + rs2 + s3) − 5(r + s)2 − 70(r + s) + 225
]

· x4

5760

−
[

2(r3 + r2s + rs2 + s3) − 5(r + s)2 − 30(r + s) + 105
]

· x5

3840
+ · · · .

Also in [4] it is given the series expansion of the weighted Gini mean, for
r 6= 0,
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Bq,q−r;ν(1, 1 − x)

= 1 − (1 − ν) · x + ν (1 − ν) (2q − r − 1) · x2

2!

− ν (1 − ν) · {ν[6q2 − 6q (r + 1) + (r + 1) (2r + 1)]

− 3q (q − r) − (r − 1) (r + 1)} · x3

3!

− ν (1 − ν) · {ν2[−24q3 + 36q2 (r + 1) − 12q (r + 1) (2r + 1)

+ (r + 1) (2r + 1) (3r + 1)]

+ ν[24q3 − 12q2 (3r + 1) + 12q (r + 1) (2r − 1)

− 3 (r + 1) (2r + 1) (r − 1)]

− 4q3 + 6q2 (r − 1) − 2q
(

2r2 − 3r − 1
)

+ (r − 2) (r − 1) (r + 1)} · x4

4!

− ν (1 − ν) ·
{

ν3
[

120q4 − 240q3 (r + 1) + 120q2(r + 1)(2r + 1)

− 20q(r + 1)(2r + 1)(3r + 1)

+ (r + 1)(2r + 1)(3r + 1)(4r + 1)]

+ ν2
[

−180q4 + 180q3(2r + 1) − 90q2(r + 1)(4r − 1)

+ 30q(r + 1)(2r + 1)(3r − 2)

− 6(r − 1)(r + 1)(2r + 1)(3r + 1)]

+ ν
[

70q4 − 20q3(7r − 2) + 10q2(14r2 − 6r − 9)

− 10q(r + 1)(7r2 − 12r + 3)

+ (r − 1)(2r + 1)(7r − 11)(r + 1)]

− 5q4 + 10q3(r − 2) − 5q2(2r2 − 6r + 3)

+ 5q(r − 2)(r2 − 2r − 1)

−(r + 1)(r − 1)(r − 2)(r − 3)} · x5

5!
+ · · · .

In the special case r = 1 we get the series expansion of the weighted Lehmer
means, while for q = r 6= 0 we get the series expansion of the weighted power
means.5. Generalized inverses

In [3] the series expansion of the generalized inverse of Bp,p−r;µ was given.

Theorem 8
The first terms of the series expansion of the generalized inverse of Bp,p−q;µ

are
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BG(λ)

p,p−q;µ (1, 1 − x)

= 1 − (αµ − α + 1) · x − α (1 − µ) [(α + 2p− q)µ − (α − 1)] · x2

2!

+ α (1 − µ)
{[

6p2 + 6 (α − q) p + (α − q) (α − 2q)
]

µ2

−
[

3p2 − 3p(q − 2α) + (2α − q) (α − q)] µ

+ (α − 1) (α + 1)} · x3

3!

− α (1 − µ)
{[

24p3 + 36p2 (α − q) + 12 (α − q) (α − 2q) p

+ (α − q) (α − 2q) (α − 3q)]µ3

+
[

−24p3 + 12p2 (3q − 4α − 1)

− 12 (2α − 2q + 1) (α − q) p

− (α − 2q) (α − q) (3α + 2 − 3q)] µ2

+
[

4p3 + 6 (2α − q + 1) p2

+ 2
(

6α (2α − 2q + 1) − 3q + 2q2 − 1
)

p

+ (α − q)(3α2 + 4α − 3qα − 2q + q2 −1)] µ

− (α − 1) (α + 1) (α + 2)} · x4

4!

+α (1 − µ)
{[

120p4 + 240p3 (α − q) + 120 (α − q) (α − 2q) p2

+ 20 (α − q) (α − 2q) (α − 3q) p

+ (α − q) · (α − 2q)(α − 3q) (α − 4q)] µ4

+
[

−180p4 + 60 (6q − 7α − 2) p3

− 90p2(3α − 4q + 2) (α − q)

− 30 (α − q) (α − 2q) (2α + 2 − 3q) p

− (α − q) (α − 2q) (α − 3q) (4α + 5 − 6q)] µ3

+
[

70p4 + 20 (10α − 7q + 6) p3

+ 10(−30qα + 18α2 + 24α + 3 + 14q2 − 18q)p2

+ 10 (α − q)
(

6α2 + 12α − 12qα + 7q2 − 12q + 3
)

p

+
(

6α2 − 12qα + 15α + 5 + 7q2 −15q) (α − 2q) (α − q)] µ2

+
[

−5p4 + 10(q − 2 − 2α)p3

+
(

30qα − 30α2 − 60α − 15 −10q2 + 30q
)

p2

− 52α + (2 − q)
(

2α2 − 2qα + 4α − 2q + q2 −1) p

− (α − q)
(

4α3 − 6qα2 + 15α2 − 15qα + 10α + 4q2α

− 5 + 5q2 − q3 −5q)] µ
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+ (α − 1) (α + 1) (α + 2) (α + 3)} · x5

5!
+ · · · ,

where α = λ
1−λ .

Using it, we can prove the following result.

Theorem 9
The relation

BG(λ)
p,p−q;µ = Er,s

holds if and only if we are in one of the following three cases:

(i) BG( 1

3
)

p,p−q;0 = Er,−r ;

(ii) BG
p,−p = Er,−r ;

(iii) BG
p,0 = E−p,−2p ,

or in equivalent cases, taking into account that Bs,r;ν = Br,s;ν and Er,s = Es,r.

Proof. Equating the coefficients of x , in BG(λ)
p,p−q;µ(1, 1−x) and in Er,s(1, 1−

x), we have the condition

2αµ = 2α − 1. (3)

Then the coefficients of x2 give the condition

(r + s)α = 3 (2α − 1) (q − 2p) , (4)

and the coefficients of x3 are equal if, moreover,

µ (2µ − 1)
(

3p2 − 3pq + q2
)

= 0. (5)

This gives the cases:

1) µ = 0; thus from (3), α = 1
2 and λ = 1

3 and from (4), s = −r, so (i)

and

2) µ = 1
2 which implies, from (3) and (4), α = 1 and

r + s = 3 (q − 2p) . (6)

Equating also the coefficients of x4, we obtain in this case:

(2p − q)
(

2q2 − 3qr + r2 − 13pq + 6pr + 13p2
)

= 0.

So, the case 2) splits into the cases:
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2.1) 2p = q, giving from (4), r = −s and leading to (ii)

and

2.2)

(q − r) (2q − r) = p (13q − 6r − 13p) . (7)

The coefficients of x5 are equal in this case. Equating also the coeffi-
cients of x6, we obtain

p (p − q) (2p − q)
(

11p2 − 11pq + 3q2
)

= 0. (8)

Thus, we get a new splitting in the cases:

2.2.1) p = 0 , r = q (from (7)) and s = 2q (from (6)), so we have (iii);

2.2.2) p = 0, r = 2q (from (7)) and s = q (from (6)), so we have again (iii);

2.2.3) p = q , r = −q (from (7)) and s = −2q (from (6)), so we have (iii);

2.2.4) p = q, r = −2q (again from (7)) and s = −q (from (6)), so we have
also (iii);

2.2.5) q = 2p, r = ±p
√

5 (from (7)) and s = −r (from (6)), so we have a
special case of (ii).

We have no other possibilities in (8) or (5). By direct computation, we verify
that the four obtained cases are valid. In fact they reduce to the following
results:

(i) Π
G( 1

3
)

1 = G; (ii) GG = G; (iii) PG
p = P−p .

Corollary 10
The relation

BG(λ)
p,p−q;µ = Er,s

holds only in the following nontrivial cases:

(i) BG( 1

3
)

p,p−q;0 = Er,−r ;

(ii) BG
p,0 = E−p,−2p ,

or in equivalent cases, taking into account that Bs,r;ν = Br,s;ν and Er,s = Es,r .

As it is done in [3], we can give the series expansion of the generalized
inverse of Er,s , using Euler’s formula: if the function f has the Taylor series
expansion f(x) =

∑∞
n=0 anxn, p is a real number, and [f(x)]p =

∑∞
n=0 bnxn,

then we have the recurrence relation
n

∑

k=0

[k (p + 1) − n] akbn−k = 0, n ≥ 0.

Theorem 11
The first terms of the series expansion of the generalized inverse of Er,s are
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EG(λ)

r,s (1, 1 − x)

= 1 +
1

2
(α − 2) · x − α

24
[r + s − 3 (α − 2)] · x2

− α

48

[

α (r + s) −
(

α2 − 4
)]

· x3

+
α

5760

[

2
(

r3 + s3
)

+ 5α (r + s)2 + 2rs (r + s)

+ 10 (r + s)
(

2 − 6α − 3α2
)

+ 15
(

α2 − 4
)

(α + 4)] · x4

+
α (α + 2)

11520

[

2
(

r3 + s3
)

+ 5α (r + s)
2
+ 20rs (r + s)

+ 10 (r + s)
(

2 − 4α − α2
)

+ 3 (α − 2) (α + 4) (α + 6)] · x5 + · · · ,

where α = λ
1−λ .

Using it we can prove some new results.

Theorem 12
The relation

EG(λ)
r,s = Bp,p−q;µ

holds if and only if we are in one of the following cases:

(i) EG(0)
r,s = Bp,p−q;0 ;

(ii) EG( 2

3
)

r,−r = Bp,p−q;1 ;

(iii) EG
r,−r = Bp,−p ;

(iv) EG
2s,s = B0,−s

or in the equivalent cases, taking into account the properties Bs,r;ν = Br,s;ν and

Er,s = Es,r .

Proof. Equating the coefficients of x in EG(λ)
r,s (1,1−x) and in Bp,p−q;µ(1,1−x)

we have the condition

α = 2µ. (9)

Then, the equality of the coefficients of x2 gives the condition

α [r + s + (1 − µ) (2p − q)] = 0.

We have thus

1) α = 0, which gives µ = 0 and so the equality (i)

or
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2)

r + s + (1 − µ) (2p− q) = 0. (10)

Replacing (9) and (10) into the coefficients of x3, we get the condition

α (α − 1) (α − 2)
(

3p2 − 3pq + q2
)

= 0

The last factor cannot be zero for q 6= 0.

So, we have only the following possibilities:

2.1) α = 2, so, by (9) and (10), µ = 1 and r = −s, thus (ii)

or

2.2) α = 1, for which we have to consider (9), (10) and also the equality of
the coefficients of x4, giving

(q − 2p)
(

2q2 − 3qs − 13pq + 13p2 + s2 + 6ps
)

= 0.

This also splits into:

2.2.1) q = 2p, so r = −s, giving (iii);

and

2.2.2)

2q2 − 3qs − 13pq + 13p2 + s2 + 6ps = 0. (11)

In this case, the coefficients of x5 are equal, while the coefficients of
x6 give

p (p − q) (2p − q)
(

11p2 − 11pq + 3q2
)

= 0.

We have so the possibilities:

2.2.2.1) p = 0, for which (11) becomes

(q − s) (2q − s) = 0,

obtaining two variants of (iv);

2.2.2.2) p = q, for which (11) becomes

(q + s) (2q + s) = 0,

obtaining again two variants of (iv);

2.2.2.3) p = 2q, for which (6) becomes

28q2 + 9qs + s2 = 0,

which has no solution q 6= 0.

The validity of the cases (i)-(iv) can be verified directly. In fact they can be
rewritten in order as:
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(i) BΠ2

p,p−q,µ = Π2 ; (ii) GG(2/3) = Π1 ; (iii) GG = G ; (iv) PG
s = P−s .

Corollary 13
The relation

EG(λ)
r,s = Bp,q;µ

holds only in the following two nontrivial cases:

(i) EG( 2

3
)

r,−r = Bp,q;1 ;

(ii) EG
2s,s = B0,−s .

Theorem 14
The relation

EG(λ)
r,s = Ep,q

holds if and only if we are in one of the following cases:

(i) EG
r,−r = Ep,−p ;

(ii) EG
r,s = E−r,−s .

or in an equivalent case, taking into account the property Er,s = Es,r .

Proof. Equating the coefficients of x, in EG(λ)
r,s (1, 1−x) and in Ep,q(1, 1−x)

we have the condition α = 1, thus λ = 1
2 . Then, the equality of the coefficients

of x2 gives the condition

r + s + p + q = 0.

In these conditions, the coefficients of x3 are allways equal, but those of x4 are
equal only if

(r + q) (s + q) (r + s) = 0.

This implies:

1) r = −q, s = −p giving a variant of (ii);

2) s = −q, r = −p giving (ii);

3) s = −r, q = −p which implies (i).

Corollary 15
The relation

EG(λ)
r,s = Ep,q

holds only in the following nontrivial case:

EG
r,s = E−r,−s .
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Abstra
t. In the present paper we give a description and properties of the
system of cones over Q which are one of parameters determining the
solutions of the conditional equation of exponential function.1. Introdu
tion

F.S. Roberts, generalizing the mathematical description of choices intro-
duced by himself in [10, 11], considers functions f : R(n) −→ R(n), where
R(n) := {(x1, . . . , xn) ∈ R

n : xj ≥ 0 for j = 1, . . . , n}, 0n := (0, . . . , 0) ∈ R
n,

which satisfy, among others, the following conditional functional equation:

f(x) · f(y) 6= 0n =⇒ f(x + y) = f(x) · f(y),

for x, y ∈ R(n). Here x + y and x · y are defined in the following way:

x + y := (x1 + y1, . . . , xn + yn), x · y := (x1 · y1, . . . , xn · yn).

Mathematical theory of this approach was developed by Z. S. Rosenbaum
[12], Z. Moszner [3,7,8,9,], G.L. Forti and L. Paganoni [4,5] and A. Bahyrycz
[1,2,3].

As a generalization, one may consider functions f : R(n) −→ R(m) (where
n, m are arbitrary natural numbers, independent of each other) satisfying the
condition

∀x, y ∈ R(n) : f(x) · f(y) 6= 0m =⇒ f(x + y) = f(x) · f(y). (1)

It may be shown that in such a case the description of all the solutions f =
(f1, . . . , fm) of equation (1) takes the form:

fν(x) =

{

expaν(x) for x ∈ Zν ,

0 for x ∈ R(n) \ Zν ,
(2)

AMS (2000) Subject Classification: 39B22, 39B72.
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where aν : Rn −→ R are additive functions for ν = 1, . . . , m, whereas the sets
Zν satisfy the conditions

Z1 ∪ . . . ∪ Zm = R(n), (3)

ij 6= 0m =⇒ Zi1
1 ∩ . . . ∩ Zim

m + Z
j1
1 ∩ . . . ∩ Zjm

m ⊂ Z
i1j1
1 ∩ . . . ∩ Zimjm

m , (4)

where i = (i1, . . . , im), j = (j1, . . . , jm) ∈ 0(m) := {0, 1}m \ {0m},
E1 + E2 := {x + y : x ∈ E1 and y ∈ E2} for E1, E2 ⊂ R

n,
E1 := E, E0 := R(n) \ E for E ⊂ R(n).

The proof of this fact is analogous to the proof for the case of n = m in [7].
Because of the form of the solutions, equation (1), will be called the condi-

tional equation of exponential function.
Let us notice that the parameters determining the solutions of equation

(1) are systems of sets Z1, ..., Zm satisfying conditions (3) and (4), as well
as additive functions aν : Rn −→ R. For this reason, it is interesting to find
conditions equivalent to condition (4) under the assumption of condition (3).2. Auxiliary lemma

Let us recall the following definition:

Definition 1
A set C is called a cone over an ordered field K (K = Q or K = R), if x+y ∈ C

for all x, y ∈ C and αx ∈ C for all x ∈ C and α ∈ K ∩ (0, +∞).

Let us observe that if the sets Z1, . . . , Zm satisfy condition (3), then for
every a ∈ R(n) and every k ∈ {1, . . . , m} there exists a unique ik ∈ {0, 1} such
that a ∈ Zik

k (further on it will be denoted by ik(a)) and at least one j such
that ij(a) = 1.

Lemma 1
If a system of sets Z1, . . . , Zm satisfies conditions (3) and (4), then for every

non-empty subset {l1, . . . , lp} of the set {1, . . . , m} and for every (il1 , . . . , ilp) ∈
0(p) the set Z

il1

l1
∩ . . . ∩ Z

ilp

lp
is a cone over Q.

Proof.

Step 1
◦

Consider arbitrary ∅ 6= {l1, . . . , lp} ⊂ {1, . . . , m} and (il1 , . . . , ilp) ∈ 0(p).

Take x ∈ Z
il1

l1
∩. . .∩Z

ilp

lp
and y ∈ Z

il1

l1
∩. . .∩Z

ilp

lp
. Since (il1 , . . . , ilp) 6= 0p , there

exists ν ∈ {l1, . . . , lp} such that iν = 1. Obviously, x ∈ Z
i1(x)
1 ∩ . . . ∩ Z

im(x)
m ,

y ∈ Z
i1(y)
1 ∩ . . .∩Z

im(y)
m and ilk(x) = ilk(y) = ilk for every k ∈ {1, . . . , p}. Since

iν(x) = iν(y) = 1, from condition (4) it follows that
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x + y ∈ Z

i1(x)
1 ∩ . . . ∩ Zim(x)

m + Z
i1(y)
1 ∩ . . . ∩ Zim(y)

m

⊂ Z
i1(x)i1(y)
1 ∩ . . . ∩ Zim(x)im(y)

m

⊂ Z
(il1

)2

l1
∩ . . . ∩ Z

(ilp
)2

lp

= Z
il1

l1
∩ . . . ∩ Z

ilp

lp
.

Therefore, for every ∅ 6= {l1, . . . , lp} ⊂ {1, . . . , m} and every (il1 , . . . , ilp) ∈ 0(p)

the set Z
il1

l1
∩ . . . ∩ Z

ilp

lp
is closed under addition.

Step 2
◦

Take arbitrary ∅ 6= {l1, . . . , lp} ⊂ {1, . . . , m} and (il1 , . . . , ilp) ∈ 0(p). Con-

sider the set Z
il1

l1
∩ . . . ∩ Z

ilp

lp
. Take x ∈ Z

il1

l1
∩ . . . ∩ Z

ilp

lp
and k ∈ N. The set

Z
il1

l1
∩ . . . ∩ Z

ilp

lp
is closed under addition, so kx ∈ Z

il1

l1
∩ . . . ∩ Z

ilp

lp
. Consider

1
kx. Obviously,

1

k
x ∈ Z

i1( 1

k
x)

1 ∩ . . . ∩ Z
im( 1

k
x)

m

and since Z1∪. . .∪Zm = R(n), there exists ν ∈ {1, . . . , m} such that iν( 1
kx) = 1.

It follows from step 1◦ that the set Z
i1( 1

k
x)

1 ∩ . . . ∩ Z
im( 1

k
x)

m is closed under
addition, so consequently

x = k ·
(1

k
x
)

∈ Z
i1( 1

k
x)

1 ∩ . . . ∩ Z
im( 1

k
x)

m .

As a result, for every l ∈ {1, . . . , m} we have

il(x) = il

(1

k
x
)

,

which means that
1

k
x ∈ Z

il1

l1
∩ . . . ∩ Z

ilp

lp
.

We have shown that the set Z
il1

l1
∩ . . . ∩ Z

ilp

lp
is a cone over Q.

Remark 1
Notice that for m 6= 1 the converse of Lemma 1 is false, and here is an example
for m = n = 2.

Define

Z1 = {(x, y) ∈ R(2) : y ≤ 2x},
Z2 = {(x, y) ∈ R(2) : y ≥ 1

2x}.
It is obvious that the sets Z1

1 , Z1
2 , Z1

1 ∩Z1
2 , Z1

1 ∩Z0
2 and Z0

1 ∩Z1
2 are cones over

R (because the sets Z1
1 , Z1

2 , Z0
1 , Z0

2 are cones over R). Condition (4) is not
satisfied, since (1, 0) ∈ Z1

1 ∩ Z0
2 and (2, 2) ∈ Z1

1 ∩ Z1
2 whereas (3, 2) 6∈ Z1

1 ∩ Z0
2 .
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Remark 2
Let us observe that if the sets Z1, . . . , Zm satisfy conditions (3) and (4), then
for m ∈ {1, 2} the set Z0

1 in the case of m = 1 and the sets Z0
1 , Z0

2 , Z0
1 ∩Z0

2 for
m = 2 are also cones over Q. If m = 1, then Z1 = R(n), so Z0

1 = ∅. If m = 2,
then Z1∪Z2 = R(n), so R(n)\Z1

1 ⊂ Z1
2 and R(n)\Z1

2 ⊂ Z1
1 , and consequently

Z0
1 ⊂ Z1

2 and Z0
2 ⊂ Z1

1 . Therefore

Z0
1 ∩ Z1

2 = Z0
1 and Z0

2 ∩ Z1
1 = Z0

2 ,

and, by Lemma 1, Z0
1 and Z0

2 are cones over Q and the set Z0
1 ∩ Z0

2 is empty.
If the sets Z1, . . . , Zm satisfy conditions (3) and (4), then for m > 2 not

every set

Z0
l1 ∩ . . . ∩ Z0

lp ,

where ∅ 6= {l1, . . . , lp} is necessarily a cone over Q. Here is a suitable example
for n = 2 and m = 3.

Define

Z1 = {(x, y) ∈ R(2) : y ≤ 1
2x},

Z2 = {(x, y) ∈ R(2) : 1
2x < y ≤ 2x},

Z3 = {(x, y) ∈ R(2) : y > 2x}.

It can be easily checked that the sets Z1, Z2, Z3 satisfy conditions (3) and (4)
and that the set

Z0
2 = {(x, y) ∈ R(2) : y ≤ 1

2x} ∪ {(x, y) ∈ R(2) : y > 2x}

is not a cone over Q.3. Main result
The following theorem gives the conditions equivalent to condition (4) under

the assumption of condition (3).

Theorem 1
Assume that sets Z1, . . . , Zm satisfy condition (3). The following conditions

are equivalent:

(i) condition (4);

(ii) the sets Z1, . . . , Zm are cones over Q for which

Z1
l + Z1

l ∩ Z0
k ⊂ Z1

l ∩ Z0
k (5)

for all k, l ∈ {1, . . . , m} (it is enough to consider k 6= l);

(iii) the sets Z1, . . . , Zm satisfy the conditions
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Z1

k + Z1
k ⊂ Z1

k , (6)

for every k ∈ {1, . . . , m} and condition (5) for all k, l ∈ {1, . . . , m};
(iv) for all x, y ∈ R(n) if there exists ν ∈ {1, . . . , m} such that x ∈ Zν and

y ∈ Zν , then

∀ k ∈ {1, . . . , m} : x + y ∈ Zk ⇐⇒ x ∈ Zk and y ∈ Zk , (7)

(v) for all k, l ∈ {1, . . . , m} the following implication holds

ij 6= 02 =⇒ Zik

k ∩ Zil

l + Z
jk

k ∩ Z
jl

l ⊂ Z
ikjk

k ∩ Z
iljl

l , (8)

where i = (ik, il), j = (jk, jl) ∈ 0(2).

Proof. (i)⇒(ii) By Lemma 1, the sets Z1, . . . , Zm are cones over Q. As-
sume that z ∈ Z1

l + Z1
l ∩ Z0

k for k, l ∈ {1, . . . , m} such that k 6= l. It implies
that there exist such x ∈ Z1

l and y ∈ Z1
l ∩ Z0

k that x + y = z. Clearly,

x ∈ Z
i1(x)
1 ∩ . . . ∩ Z

im(x)
m , y ∈ Z

i1(y)
1 ∩ . . . ∩ Z

im(y)
m and il(x) = il(y) = 1. By

applying condition (4) we get

x + y ∈ Z
i1(x)
1 ∩ . . . ∩ Zim(x)

m + Z
i1(y)
1 ∩ . . . ∩ Zim(y)

m

⊂ Z
i1(x)i1(y)
1 ∩ . . . ∩ Zim(x)im(y)

m ⊂ Z
il(x)il(y)
l ∩ Z

ik(x)ik(y)
k

= Z1
l ∩ Z0

k .

(ii)⇒(iii) The sets Z1, . . . , Zm are cones over Q, so each of them is closed
under addition, condition (6) is therefore satisfied for every k ∈ {1, . . . , m},
which completes the proof.

(iii)⇒(iv) Let x, y ∈ R(n), ν ∈ {1, . . . , m} be arbitrary and such that x ∈
Zν and y ∈ Zν .

(⇐ in (7)) Lets us take an arbitrary k ∈ {1, . . . , m} such that x ∈ Z1
k and

y ∈ Z1
k . Condition (6) yields

x + y ∈ Z1
k + Z1

k ⊂ Z1
k .

(⇒ in (7)) Fix an arbitrary k ∈ {1, . . . , m} such that x + y ∈ Z1
k . If k = ν,

then, by assumption, x ∈ Z1
k and y ∈ Z1

k . If k 6= ν, then suppose
that x ∈ Z0

k or y ∈ Z0
k . Without loss of generality we may assume

that y ∈ Z0
k . Then, by (5), we obtain

x + y ∈ Z1
ν + Z1

ν ∩ Z0
k ⊂ Z1

ν ∩ Z0
k ⊂ Z0

k ,

which is a contradiction, since the sets Z1
k and Z0

k are mutually
disjoint. It means that

x ∈ Z1
k and y ∈ Z1

k ,

which finishes the proof.
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(iv)⇒(v) Let k, l ∈ {1, . . . , m} and i = (ik, il), j = (jk, jl) ∈ 0(2) be such

that ij 6= 02 . Consider z ∈ Zik

k ∩Zil

l +Z
jk

k ∩Z
jl

l . Then there exist x ∈ Zik

k ∩Zil

l

and y ∈ Z
jk

k ∩ Z
jl

l such that z = x + y. Since ij 6= 02 , there exist ν ∈ {k, l}
such that iν = jν = 1, and condition (7) gives

x + y ∈ Z1
ν = Ziνjν

ν .

For t ∈ {k, l} \ {ν} the following cases are possible:

a) it = jt = 1,

b) it = 0 or jt = 0.

Case a). If it = jt = 1, then x ∈ Z1
t and y ∈ Z1

t , so, by condition (7), we
obtain

x + y ∈ Z1
t = Z

itjt

t .

Case b). If it = 0 or jt = 0, then it is not true that x ∈ Z1
t and y ∈ Z1

t . Since
x ∈ Z1

ν and y ∈ Z1
ν , from condition (iv) it follows that it is not true

that x + y ∈ Z1
t , therefore

x + y ∈ Z0
t = Z

itjt

t .

Thus

x + y ∈ Z
ikjk

k ∩ Z
iljl

l .

(v)⇒(i) Let i, j ∈ 0(m) be such that ij 6= 0m . Consider z ∈ Zi1
1 ∩. . .∩Zim

m +

Z
j1
1 ∩ . . . ∩ Zjm

m . Then there exist x ∈ Zi1
1 ∩ . . . ∩ Zim

m and y ∈ Z
j1
1 ∩ . . . ∩ Zjm

m

such that z = x + y. Since ij 6= 0m , there exists k ∈ {1, . . . , m} such that
ik = jk = 1.

Let l ∈ {1, . . . , m}. In such a case (ik, il) · (jk, jl) 6= 02 and, by condition
(v), we obtain

x + y ∈ Z
ikjk

k ∩ Z
iljl

l ⊂ Z
iljl

l ,

so

x + y ∈ Z
i1j1
1 ∩ . . . ∩ Zimjm

m ,

which completes the proof of Theorem 1.

Theorem 1 leads to the following

Corollary 1
If sets Z1, . . . , Zm are pairwise disjoint and satisfy condition (3), then condition

(4) is equivalent to the following condition: Z1, . . . , Zm are cones over Q.

Proof. Assume that sets Z1, . . . , Zm are pairwise disjoint and satisfy con-
dition (3). Then, by Theorem 1, condition (4) is equivalent to condition
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(ii), namely, the sets Z1, . . . , Zm are cones over Q which satisfy condition (5)
for all k, l ∈ {1, . . . , m} such that k 6= l. Because of the fact that for all
k, l ∈ {1, . . . , m} such that k 6= l the sets Zk, Zl are disjoint, the condition

Z1
l + Z1

l ∩ Z0
k ⊂ Z1

l ∩ Z0
k

is reduced to the condition

Z1
l + Z1

l ⊂ Z1
l ,

because Z1
l ⊂ R(n)\Z1

k = Z0
k (since Z1

k ∩Z1
l = ∅), and therefore Z1

l ∩Z0
k = Z1

l .
Similarly, the condition

Z1
k + Z1

k ∩ Z0
l ⊂ Z1

k ∩ Z0
l

is reduced to the condition

Z1
k + Z1

k ⊂ Z1
k .

Thus, in order to verify condition (5) for two disjoint sets contained in
R(n) it suffices to check whether these sets are closed under addition, which
completes the proof.

Remark 3
Notice that if sets Z1, . . . , Zm satisfy condition (3), then the fact that they fulfil
condition (4) implies that they satisfy condition (5). The converse implication
is not true, the assumption that the sets Z1, . . . , Zm are cones over Q cannot
be omitted in condition (ii). Here is an example for m = n = 2.

Define

Z1 = {(x, y) ∈ R(2) : x ≤ 1},
Z2 = R(2).

The sets Z1, Z2 satisfy condition (3), as well as the conditions

Z1
1 +Z1

1∩Z0
2 = ∅ = Z1

1∩Z0
2 , Z1

2 +Z1
2∩Z0

1 = {(x, y) ∈ R(2) : x > 1} = Z1
2∩Z0

1 .

Therefore, condition (5) is satisfied for k, l ∈ {1, 2}. Obviously, the sets Z1, Z2

do not satisfy condition (4), since the set Z1 is not a cone over Q.

Remark 4
Let us have a closer look at condition (4). Notice that the number of pairs
(i, j) ∈ {0, 1}m ×{0, 1}m equals 4m. The product ij = 0m if and only if ik = 0
and jk = 0 or ik = 1 and jk = 0 or ik = 0 and jk = 1 for every k ∈ {1, . . . , m}.
Therefore the number of pairs (i, j) ∈ 0(m) × 0(m) satisfying the condition
ij 6= 0m is equal to 4m − 3m.

Observe that condition (4) is symmetrical with respect to i and j, so instead
of verifying 4m − 3m conditions in order to verify condition (4) we will show



26 Anna Bahyry
z
that it suffices to verify 4m−3m+2m−1

2 conditions. The number of pairs (i, i) ∈
0(m)× 0(m) is equal to 2m − 1 and for all remaining pairs (i, j) ∈ 0(m)× 0(m)
such that ij 6= 0m and i 6= j it suffices to verify condition (4) for half of them;
that is to say, if it is verified for the pair (i, j), then there is no need to verify
it for the pair (j, i) so we have

2m − 1 +
4m − 3m − (2m − 1)

2
=

4m − 3m + 2m − 1

2
.

Notice that in order to verify condition (iii) of Theorem 1 (which is equiv-
alent to condition (4) if condition (3) is assumed) it suffices to verify m2 con-
ditions (m in order to verify condition (6) and m(m − 1) to verify condition
(5)).

m 1 2 3 4 5

4m − 3m + 2m − 1

2
1 5 22 95 406

m2 1 4 9 16 25

Table 1

Hence, verification of condition (iii) of Theorem 1 for m ≥ 2 requires exam-
ining less conditions then it is the case for condition (4). Let us additionally
observe that the conditions obtained from (iii) of Theorem 1 are of a simpler
form than the ones obtained from (4).

Remark 5
We will show that the system of conditions obtained from condition (iii) of
Theorem 1 for n > 1 and m > 1 is complete.

I. Consider the following sets:

Z1 = {(x, y, 0, . . . , 0) ∈ R(n) : y ≥ x},
Z2 = R(n)

and if m ≥ 3, then

Z3 = . . . = Zm = ∅.
Notice that condition (6) is satisfied for every k ∈ {1, . . . , m}, since

the sets Z1, . . . , Zm are cones over R. Condition (5) is satisfied for all
(k, l) ∈ {1, . . . , m}2 \ {(1, 2)}, and for k = 1 and l = 2 we have

R(n) + R(n) ∩ Z0
1 = R(n) \ {(0, x2, 0, . . . , 0) ∈ R(n)}
6⊂ R(n) ∩ Z0

1

= Z0
1 .
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II. Consider the following sets:

Z1 = {(x, x, 0, . . . , 0) ∈ R(n)},
Z2 = R(n) \ Z1

and if m ≥ 3, then

Z3 = . . . = Zm = ∅.
Condition (5) is satisfied for all k, l ∈ {1, . . . , m}, since the sets

Z1, . . . , Zm are pairwise disjoint. Condition (6) is satisfied for every
k ∈ {1, . . . , m} \ {2}, since the sets Zk for k ∈ {1, . . . , m} \ {2} are cones
over R. Condition (6) is not satisfied for k = 2, because (1, 0, . . . , 0) ∈ Z2

and (0, 1, 0, . . . , 0) ∈ Z2 whereas (1, 1, 0, . . . , 0) 6∈ Z2.

The independence of the conditions obtained from condition (iii) of Theorem
1, which occurs even under additional assumption that the sets Z1, . . . , Zm

are cones over R, means that when verifying condition (iii) it is necessary to
consider m2 conditions (none of them may be omitted).

Remark 6
We are going to show that if sets Z1, . . . , Zm fulfilling condition (3) satisfy
condition (iii) of Theorem 1, then, as a consequence, they satisfy the conditions

Z1
k + Z1

k = Z1
k ,

Z1
l + Z1

l ∩ Z0
k = Z1

l ∩ Z0
k

for all k, l ∈ {1, . . . , m}.
It suffices to prove that Z1

k ⊂ Z1
k + Z1

k and Z1
l ∩ Z0

k ⊂ Z1
l + Z1

l ∩ Z0
k .

Fix x ∈ Z1
k and y ∈ Z1

l ∩ Z0
k . On account of Theorem 1, the system

Z1, . . . , Zm satisfies condition (3), which fact, combined with Lemma 1, implies
that the sets Z1

k and Z1
l ∩ Z0

k are cones over Q, so

1

2
x ∈ Z1

k and x =
1

2
x +

1

2
x ∈ Z1

k + Z1
k,

1

2
y ∈ Z1

l ∩ Z0
k and y =

1

2
y +

1

2
y ∈ Z1

l ∩ Z0
k + Z1

l ∩ Z0
k ⊂ Z1

l + Z1
l ∩ Z0

k .

Hence, in conditions (5) and (6) of condition (iii) of Theorem 1 the inclusion
may by replaced by equality. Analogous reasoning proves that in condition (5)
of condition (ii) of Theorem 1 the inclusion may by replaced by equality.

We will show that the fact that sets Z1, . . . , Zm satisfy condition (3) and
condition (i) of Theorem 1 does not necessarily imply that the condition

ij 6= 0m =⇒ Zi1
1 ∩ . . . ∩ Zim

m + Z
j1
1 ∩ . . . ∩ Zjm

m = Z
i1j1
1 ∩ . . . ∩ Zimjm

m ,

is satisfied (that is to say, that the inclusion in condition (4) cannot be replaced
with equality). Here is an example for m > 1.
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Put

Z1 = R(n),

Z2 = . . . = Zm = ∅.
Notice that

Z1
1 ∩ Z0

2 ∩ . . . ∩ Z0
m + Z1

1 ∩ Z1
2 ∩ Z0

3 ∩ . . . ∩ Z0
m

= ∅ ⊆/ Z1
1 ∩ Z0

2 ∩ . . . ∩ Z0
m = R(n).

Similarly, in condition (v) of Theorem 1 the inclusion cannot be replaced
with equality. It suffices to consider the same sets as above and put k = 1,
l = 2, i = (1, 0), j = (1, 1) and we obtain

Z1
1 ∩ Z0

2 + Z1
1 ∩ Z1

2 = ∅ ⊆/ Z1
1 ∩ Z0

2 = R(n).

Remark 7
Characterizing a function f : R(2) −→ R(2) satisfying equation (1), Z. Moszner
in [9] replaces condition (4) with four conditions which are equivalent to (4)
under the assumption of condition (3). These are the following conditions:

(a) Z1 + Z1 ⊂ Z1 ,

(b) Z2 + Z2 ⊂ Z2 ,

(c) Z0
1 + Z2 ⊂ Z0

1 ,

(d) Z0
2 + Z1 ⊂ Z0

2 .

Let us compare the above conditions with the ones obtained by expanding
condition (iii) of Theorem 1 for the case of n = m = 2. In this way, we obtain
two conditions from condition (5):

(a’) Z1
1 + Z1

1 ⊂ Z1
1 ,

(b’) Z1
2 + Z1

2 ⊂ Z1
2

and two conditions to be verified from condition (6):

(c’) Z1
1 + Z1

1 ∩ Z0
2 ⊂ Z1

1 ∩ Z0
2 ,

(d’) Z1
2 + Z1

2 ∩ Z0
1 ⊂ Z1

2 ∩ Z0
1 .

Clearly, conditions (a) and (a’), (b) and (b’) are identical. If we assume that
condition (3) holds (Z1∪Z2 = R(2)), then we have Z1

1∩Z0
2 = Z0

2 and Z1
2 ∩Z0

1 =
Z0

1 , and, since addition is commutative, condition (c’) corresponds precisely
with condition (d), and so does (d’) with (c), although they differ by notation.
Therefore, if we assume that condition (3) is satisfied, then condition (iii) of
Theorem 1 may be treated as a generalization of the system of conditions (a),
(b), (c) and (d) from [9] for the case of n, m being arbitrarily chosen natural
numbers, independent of each other.
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Remark 8
It is easily seen that if in Lemma 1 and Theorem 1 we delete the assumption
that

Z1 ∪ . . . ∪ Zm = R(n)

and define

Z1
i := Zi and Z0

i :=

(

m
⋃

j=1

Zj

)

\ Zi

for i = 1, . . . , m, then both Lemma 1 and Theorem 1 remain valid.4. Another properties of the systems satisfying (3) and (4)

We start from the following

Definition 2
Let C ⊂ R(n) be a cone over Q. Denote:

〈C〉 − the linear subspace of R
n over the field R generated by C;

C − the closure of the set C in 〈C〉;
C∗ − the interior of the set C in 〈C〉;
intC − the interior of the set C in R

n.

Now we will be investigated another properties of the systems Z1, . . . , Zm

satisfying conditions (3) and (4).

Theorem 2
Let a system Z1, . . . , Zm satisfy conditions (3) and (4). If there exist k, l ∈
{1, . . . , m} such that k 6= l and (Zk ∩ Zl)

∗ 6= ∅, then

Zk ∩ 〈Zk ∩ Zl〉 = Zl ∩ 〈Zk ∩ Zl〉.

Proof. Let x ∈ (Zk ∩ Zl)
∗. Then there exists r > 0 such that the ball

K(x, r) ⊂ Zk ∩ Zl ⊂ 〈Zk ∩ Zl〉.

For z ∈ Zl ∩ 〈Zk ∩ Zl〉 there exists q ∈ Q+ such that ||qz|| < r, so

x + qz ∈ K(x, r) ⊂ Zk ∩ Zl,

and, by condition (iv) of Theorem 1 (the condition equivalent to (4) when
condition (3) is assumed), because of the fact that x ∈ Z1

l and qz ∈ Z1
l we

obtain qz ∈ Z1
k . Since qz ∈ 〈Zk ∩Zl〉, z ∈ Zk ∩ 〈Zk ∩ Zl〉 (for Zk is a cone over

Q), which gives Zl ∩ 〈Zk ∩ Zl〉 ⊂ Zk ∩ 〈Zk ∩ Zl〉; consequently, by symmetry,
we get

Zl ∩ 〈Zk ∩ Zl〉 = Zk ∩ 〈Zk ∩ Zl〉.
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Notice that if int(Zk ∩ Zl) 6= ∅, then Theorem 2 yields Zk = Zl , which

results in the following

Corollary 2
If a system Z1, . . . , Zm satisfies conditions (3) and (4), then for all k, l ∈
{1, . . . , m} Zk = Zl or Zk ∩ Zl is a set with empty interior in R

n.

Remark 9
If the sets Z1, Z2 satisfy conditions (3) and (4), then int(Z1 ∩ Z2) 6= ∅ if and
only if Z1 = Z2 = R(n) (the only possible division of R(n) into two equal sets
whose union is R(n)).

Let us make the following definition

Definition 3
For every subset {l1, . . . , lp} ⊂ {1, . . . , n} we define the set

Bl1,...,lp := {(x1, . . . , xn) ∈ R(n) : xl1 = . . . = xlp = 0},

and then we define the set

B := {Bl1,...,lp : {l1, . . . , lp} ⊂ {1, . . . , n}}.

Notice that for every B ∈ B the set R(n) \ B is a cone over R.

Lemma 2
If a set ∅ 6= Z ⊂ R(n) is a cone over Q, then there exists a subset {l1, . . . , lp}
of the set {1, . . . , n} such that Z ⊂ Bl1,...,lp and exists x = (x1, . . . , xn) ∈ Z

such that xk > 0 for every k ∈ {1, . . . , n} \ {l1, . . . , lp}.

Proof. Let K be the family of all the subsets of the set {1, . . . , n} which
satisfy the condition

∀k = {k1, . . . , kν} ∈ K Z ⊂ Bk1,...,kν
.

The set K is non-empty, for Z ⊂ R(n) = B∅ , so ∅ ∈ K. Obviously,

Z ⊂ Bl1,...,lp ,

where L = {l1, . . . , lp} =
⋃

k∈K k.
Take x = (x1, . . . , xn) ∈ Z. Let M = {m1, . . . , mt} be such a subset of the

set {1, . . . , n} \ L that

∀ j ∈ {1, . . . , t} xmj
= 0 and ∀ s ∈ ({1, . . . , n} \ L) \ M xs > 0.

Observe that if the set M 6= ∅, since the set Z 6⊂ Bmj
, for every j ∈ {1, . . . , t}

there exists ymj = (y
mj

1 , . . . , y
mj

n ) ∈ Z such that y
mj

mj
> 0. Define
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x :=











x +
t
∑

j=1

ymj if M 6= ∅,

x if M = ∅,
which finishes the proof.

Theorem 3
If a system Z1, . . . , Zm satisfies conditions (3) and (4) and if there exists such

k ∈ {1, . . . , m} that Zk = R(n), then Zi ∈ B for every i ∈ {1, . . . , m}.

Proof. Fix an arbitrary i ∈ {1, . . . , m} for which Zi 6= ∅. Lemma 2 guar-
antees the existence of {l1, . . . , lp} ⊂ {1, . . . , n} such that Zi ⊂ Bl1,...,lp and

∃x = (x1, . . . , xn) ∈ Zi : ∀ k ∈ {1, . . . , n} \ {l1, . . . , lp} xk > 0.

Let z = (z1, . . . , zn) ∈ Bl1,...,lp . Then, for every k ∈ {1, . . . , n} \ {l1, . . . , lp}
there exists qk ∈ Q+ such that

xk > qkzk

and for every j ∈ {l1, . . . , lp}

xj = zj = 0.

Denote

q = min{qj : j ∈ {1, . . . , n} \ {l1, . . . , lp}}.
Then, x − qz ∈ R(n) = Zk , qz ∈ R(n) = Zk and x = (x − qz) + qz ∈ Zi .
By condition (iv) of Theorem 1 (equivalent to (4) when (3)) is assumed), we
obtain qz ∈ Zi , therefore z ∈ Zi . We have shown that Bl1,...,lp ⊂ Zi , and
hence, because Zi ⊂ Bl1,...,lp we obtain

Zi = Bl1,...,lp ,

which proves the theorem.

Remark 10
Z. Moszner in [9] (see Theorem 1) proved that every function f = (f1, . . . , fp):
R(p) −→ R(p) satisfying condition (1) with n = m = p satisfies the condition

∀x, y ∈ R(p) : f(x + y) = f(x) · f(y), (9)

if and only if there exists k ∈ {1, . . . , p} for which fk 6= 0 on R(p), or, when we
use the “language of cones", if there exists k ∈ {1, . . . , p} such that Zk = R(p).

More exactly, for k = 1, . . . , p let Mk be subsets of {1, . . . , p} such that Mj

is empty for at least one index j ∈ {1, . . . , p}. Let
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Zk := {x ∈ R(p) : ∀i ∈ Mk xi = 0},

i.e. Zk ∈ B. Finally, let ak : R
p −→ R be additive functions. It was shown in

[9], Corollary 2, that all solutions of equation (9) are of the form

fk(x) =

{

exp ak(x) for x ∈ Zk ,

0 for x ∈ R(p) \ Zk .

Thus our Theorem 3 is a natural generalization expressed in the “language of
cones" of Corollary 2 in [9] to the case of functions f : R(n) −→ R(m) with n

and m possibly distinct.A
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D.P. Patil, G. TamoneOn type sequen
es and Arf ringsAbstra
t. In this article in Section 2 we give an explicit description to

compute the type sequence t1, . . . , tn of a semigroup Γ generated by an
arithmetic sequence (see 2.7); we show that the i-th term ti is equal
to 1 or to the type τΓ, depending on its position. In Section 3, for
analytically irreducible ring R with the branch sequence R = R0 ( R1 (

. . . ( Rm−1 ( Rm = R, starting from a result proved in [4] we give a
characterization (see 3.6) of the “Arf” property using the type sequence
of R and of the rings Rj , 1 ≤ j ≤ m − 1. Further, we prove (see 3.9,
3.10) some relations among the integers ℓ∗(R) and ℓ∗(Rj), 1 ≤ j ≤

m − 1. These relations and a result of [6] allow us to obtain a new
characterization (see 3.12) of semigroup rings of minimal multiplicity
with ℓ∗(R) ≤ τ (R) in terms of the Arf property, type sequences and
relations between ℓ∗(R) and ℓ∗(Rj) , 1 ≤ j ≤ m − 1.0. Introdu
tion

Let (R, mR) be a noetherian local one dimensional analytically irreducible
domain, i.e., the m-adic completion R̂ of R is a domain or, equivalently, the
integral closure R of R in its quotient field Q(R) is a discrete valuation ring
and a finite R-module. We further assume that R is residually rational, i.e.,
R and R have the same residue field. A particular important class of rings
which satisfy these assumptions are semigroup rings which are coordinate rings
of algebroid monomial curves.

Let v: Q(R) −→ Z ∪ {∞} be the discrete valuation of R and let C :=
annR(R/R) = {x ∈ R | xR ⊆ R} be the conductor ideal of R in R. Then
the value semigroup v(R) = {v(x) | x ∈ R, x 6= 0} is a numerical semigroup,
that is, N \ v(R) is finite and therefore v(R) = {0 = v0, v1, . . . , vn−1} ∪ {z ∈
N | z ≥ c}, where 0 = v0 < v1 < . . . < vn−1 < vn := c are elements of v(R),
n := n(R) = ℓ(R/C) and the integer c = c(R) := ℓR(R/C) is also determined
by C = {x ∈ Q(R) | v(x) ≥ c} or, equivalently C = (mR)c.

AMS (2000) Subject Classification: Primary 13A18, Secondary 20M25.
First part of this work was done while the first author was visiting the Department of

Mathematics, University of Genova, Genova, Italy. The first author thanks the colleagues in
Genova for their warm hospitality.
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In [11] Matsuoka studied the degree of singularity δ = δ(R) := ℓ(R/R) =

card(N \ v(R)) of R by introducing the saturated chain of fractionary ideals

C = An ( . . . ( A1 = m ( A0 = R ( A
−1
1 ( . . . ( A

−1
n = R,

where Ai := {x ∈ R | v(x) ≥ vi} and A
−1
i = (R : Ai), i = 0, 1, . . . , n. Moreover,

each A
−1
i , i = 0, . . . , n is an overring of R which satisfies the assumptions that

we assume for R. The sequence ti = ti(R) := ℓ(A−1
i /A

−1
i−1), i = 1, . . . , n, is

called the type sequence of R.
Various algebraic and geometric properties of the ring R are described by

some numerical invariants, for example, the degree of singularity and the type
sequence. Several authors have studied these numerical invariants (see for ex-
ample [1], [2], [4], [5], [16]). The first term t1 is the Cohen–Macaulay type of
R and the sum

∑n
i=1 ti is the degree of singularity of R. Further, the “Goren-

steinness” and “almost Gorensteinness” are characterized by type sequences
(see 1.2). It is worth noting here that if R is a semigroup ring, then the above
properties correspond to the properties “symmetric” and “pseudo-symmetric”
of numerical semigroups, respectively. These properties are of a special interest
(see [7], [17]), since each numerical semigroup can be expressed as an intersec-
tion of numerical semigroups that are either symmetric or pseudo-symmetric.
Furthermore, if R is analytically irreducible, then the property “Arf” can be
described by its type sequence and each term ti is related to the i-th term in
the “branch sequence” of R (see § 4).

In this article we prove the following results:

(1) If Γ is a numerical semigroup generated by an arithmetic sequence, then
we explicitly compute the type sequence (see 2.7) and give (see 2.9) a cha-
racterization of almost-Gorensteinness of the semigroup ring R = K[[Γ]].
This is achieved by studying (see 2.6) the “holes” in Γ by using the explicit
description (see 2.5) of the standard basis and the type of the numeri-
cal semigroup generated by arithmetic sequence given in [14] and [13],
respectively.

(2) If R is analytically irreducible, then we relate the degree of singularity
of R to the branch sequence R = R0 ( R1 ( . . . ( Rm−1 ( Rm = R,
starting from a result proved in [4] we give a characterization (see 3.6)
of the “Arf” property using the type sequence (see 1.3) of R and of the
rings Rj , 1 ≤ j ≤ m− 1. Further, we prove (see 3.9, 3.10) some relations
among the integers ℓ∗(R) and ℓ∗(Rj), 1 ≤ j ≤ m − 1. These relations
and a result of [6] allow us to obtain a new charaterization (see 3.12) of
semigroup rings of minimal multiplicity with ℓ∗(R) ≤ τ(R) in terms of
the Arf property, type sequences and relations between ℓ∗(R) and ℓ∗(Rj),
1 ≤ j ≤ m − 1.

In Section 4, we also give some illustrative examples to describe our me-
thods.



On type sequen
es and Arf rings 371. Preliminaries --- Assumptions and Notation
Throughout this article we make the following assumptions and notation.

1.1. Notation
Let N and Z denote the set of all natural numbers and all integers, respectively.
Note that we assume 0 ∈ N. Further, for a, b ∈ N, we denote [a, b] := {r ∈ N |
a ≤ r ≤ b } and Na := {n ∈ N | n ≥ a}.

Let (R, mR) be a noetherian local one dimensional analytically irreducible
domain, i.e., the integral closure R of R in its quotient field Q(R) is a discrete
valuation ring and is a finite R-module. We further assume that R is residu-
ally rational, i.e., the residue field kR of R is equal to the residue field kR of
R. A particular important class of rings which satisfy these assumptions are
semigroup rings which are coordinate rings of algebroid monomial curves.

1.2. Minimal reductions and reduction number
If kR is infinite, then for every non-zero ideal a of R there exists x ∈ a such that
xR is a minimal reduction if a, i.e., xam = am+1 for some m ∈ N. The natural
number r(a) := min{m ∈ N | xam = am+1} is called the reduction number of a

(see [12]). In particular, if a = m, then r(m) is called reduction number of R.
By replacing R by the local ring R[X ]

m[X] of R[X ] at the prime ideal m[X ], we
may assume that kR is infinite and hence assume that a minimal reduction xR

of m exists.

We shall now recall the notions of type sequences and almost Gorenstein

rings.

1.3. Type sequences — almost Gorenstein rings
Let R be as in 1.1 and let v(R) be its numerical semigroup, c = c(v(R))
be the conductor of v(R), n = n(R) = ℓ(R/C) = card(v(R) \ Nc) and δ =
δ(R) = ℓ(R/R) = card(N \ v(R)) be the degree of singularity of R (see [11]).
Let 0 = v0 < v1 < . . . < vn−1 < vn := c be elements of v(R) such that
v(R) \ Nc = {v0, v1, . . . , vn−1}. Note that (see [11]) δ(R) is the sum of n

positive integers ti(R) := ℓ(A−1
i /A

−1
i−1), i = 1, . . . , n, where Ai := {x ∈ R |

v(x) ≥ vi} and A
−1
i := (R : Ai) := {x ∈ Q(R) | xAi ⊆ R}. The first positive

integer t1(R) = ℓ(m−1/R) is the Cohen–Macaulay type τR of R. The sequence
t1(R), t2(R), . . . , tn(R) is called the type sequence of R. Several authors have
studied the properties of type sequences (see [1], [5]). The term “type sequence”
is chosen since the first term t1(R) = ℓ(m−1/R) is the Cohen–Macaulay type
of R. Further, we have 1 ≤ ti(R) ≤ τR for every i = 1, . . . , n (see [11, § 3,
Proposition 2 and Proposition 3]) and hence (see also [5, Proposition 2.1])
ℓ∗(R) ≤ (τR−1) (ℓ(R/C) − 1), where ℓ∗(R) := τR ·ℓ(R/C)−ℓ(R/R). Moreover,
the equality holds if and only if ℓ(R/R) = τR + ℓ(R/C) − 1, or equivalently
ti(R) = 1 for i = 2, . . . , n.
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Type sequence of a numerical semigroup Γ can also be defined analogously:

Let c = c(Γ) ∈ N be the conductor of Γ and let Γ\Nc = {0 = v0, v1, . . . , vn−1},
where 0 = v0 < v1 < . . . < vn−1 < vn := c are elements of Γ. Further, for
i = 0, . . . , n, let Γi := {h ∈ Γ | h ≥ vi}, Γ(i) := {x ∈ Z | x + Γi ⊆ Γ} and let
ti = card (Γ(i) \ Γ(i − 1)). Then Γ = Γ(0) ⊆ Γ(1) ⊆ . . . ⊆ Γ(n−1) ⊆ Γ(n) = N

and the sequence ti, i = 1, . . . , n is called the type sequence of Γ. In particular,
the cardinality t1 of the set T(Γ) := Γ(1)\Γ is called the Cohen–Macaulay type

of the semigroup Γ.
The type sequence of a ring R need not be the same as the type sequence of

the numerical semigroup v(R) of R (see for example [5]). However, if R = K[[Γ]]
is the semigroup ring of a numerical semigroup Γ over a field K, then the type
sequence of R is equal to the type sequence of its semigroup v(R) = Γ.

A ring R in 1.1 is called almost Gorenstein if the type sequence of R is
{τR, 1, 1, . . . , 1}, or equivalently, ℓ∗(R) attains its upper bound, i.e., ℓ(R/R) =
τR − 1 + ℓ(R/C). It is clear that Gorenstein rings are almost Gorenstein but
not conversely (see [16, (1.2)-(1)]).2. The type sequen
e of a semigroup generated by an arithmeti
 sequen
e

Let R be as in 1.1. In addition to the notations of Section 1, we also fix the
following:

2.1. Notation
Put Γ := v(R) and let Γi := v(Ai), Γ(i) and ti, i = 1, . . . , n be as in 1.3.

In order to compute type sequences explicitly, we need to study the “holes”
of Γ, i.e. elements of N \ Γ. The positions of the holes will therefore determine
the type sequence of Γ. To make these things more precise first let us make
the following:

2.2. Definition
An element z ∈ Z \ Γ is called a hole of first type (respectively, hole of second

type) of Γ if c − 1 − z ∈ Γ (respectively, if c − 1 − z 6∈ Γ). Then Γ′ := {z ∈
Z \ Γ | c − 1 − z ∈ Γ} = {c − 1 − h | h ∈ Γ} is the set of holes of first type of
Γ and Γ′′ := {z ∈ Z \ Γ | c − 1 − z 6∈ Γ} is the set of holes of second type of Γ.
Therefore Z = Γ

⊎

Γ′
⊎

Γ′′. Further, it is easy to see that:

(2.2.a)

{

Γ′ ∩ N = {c − 1 − vi | i ∈ [0, n − 1]}; |Γ′ ∩ N| = n = c − δ,

Γ′′ ⊆ N \ Γ, c − 1 6∈ Γ′′ and T(Γ) ⊆ {c − 1} ∪ Γ′′.

In particular, Γ is symmetric if and only if Γ′′ = ∅. For this reason the cardi-
nality of Γ′′ is called the symmetry-defect of Γ.

The following lemma describes the holes of first type of Γ.
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2.3. Lemma
(Γ(i) \ Γ(i − 1)) ∩ Γ′ = {c − 1 − vi−1} for each i = 1, . . . , n.

Proof. Easy to verify (this essentially follows from [11, Proposition 2]).

In order to describe the holes of second type, we assume that Γ is generated
by an arithmetic sequence (the description of the holes of second type in the
general case is given in § 2 and § 3 of [15]). For this in addition to the notation
in 2.1 and 2.2, we further fix the following notation:

2.4. Notation
Let m, d ∈ N, m ≥ 2, d ≥ 1 be such that gcd(m, d) = 1 and let p be an

integer p ≥ 1, mi := m + id for i = 0, 1, . . . , p + 1. Let Γ :=
∑p+1

i=0 Nmi be the
semigroup generated by the arithmetic sequence m0, m1, . . . , mp+1.

For any positive natural number k ∈ N
+, let qk ∈ N and rk ∈ [1, p+1] be the

unique integers defined by the equation k = qk(p + 1) + rk . We put q := qm−1

and r := rm−1 − 1. Therefore q ∈ N, r ∈ [0, p] and m − 2 = q(p + 1) + r.
Put s0 = 0 and sk := mrk

+ qkmp+1 = (1 + qk)m + (rk + qk(p + 1))d

for k ∈ [1, m − 1]. Further, we put S1 := {mi + jmp+1 | i ∈ [1, p + 1] and
j ∈ [0, q − 1]} and S2 := {mi + qmp+1 | i ∈ [1, r + 1]}. Note that S1 = ∅, if
q = 0.

Let 0 = v0 < v1 < · · · < vn−1 < vn := c be elements of Γ such that
Γ \ Nc = {0 = v0, v1, . . . , vn−1}. For i ∈ [0, n], the element vi ∈ Γ is called the
i-th element of Γ.

2.5. Proposition
With the notations as in 2.4 we have:

(1) The standard basis S := Sm(Γ) with respect to the multiplicity m = m0

of Γ is

S = {sk | k ∈ [0, m − 1]} = {0} ∪ S1 ∪ S2 .

(2) The conductor c := c(Γ) and the degree of singularity δ := δ(Γ) of Γ are

c = (m−1)(d+q)+q+1 and δ = ((m − 1)(d + q) + (r + 1)(q + 1)) /2.

(3) The set T := T (Γ) = Γ(1) \ Γ = {mi + qmp+1 − m0 | i ∈ [1, r + 1]} =
{c − 1 − (r − i + 1)d | i ∈ [1, r + 1]}. In particular, the Cohen–Macaulay

type of Γ is τ = τΓ = r + 1.

Proof. (1) and (3) are special cases of the general results proved in [14,
(3.5)] and [13, § 5]. (2) is proved in [18, § 3, Supplement 6].

Now we give an explicit description of the positions of the holes of second
type of Γ.
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2.6. Lemma
With the notations as in 2.1, 2.2 and 2.4, we have:

(1) card(Γ′′) = (q + 1)r.

(2) Γ′′ = {x − jmp+1 | x ∈ Γ(1) \ Γ, x 6= c − 1 and j ∈ [0, q]}.

(3) For each j ∈ [0, q], there exists a unique integer i(j) ∈ [0, n− 1] such that

jmp+1 = vi(j) is the i(j)-th element of Γ. Moreover,

Γ (i(j) + 1) \ Γ (i(j)) = {x − jmp+1 | x ∈ Γ(1) \ Γ}.

In particular, card (Γ (i(j) + 1) \ Γ (i(j))) = τΓ = r + 1.

Proof. (1) Immediate from 2.5-(2). (2) Easy to verify using 2.5-(3). For
the proof of (3) see [15, § 2 and § 3].

Now we give an explicit description of the type sequence of a semigroup
generated by an arithmetic sequence.

2.7. Theorem
Let m, d ∈ N, m ≥ 3, d ≥ 1 be such that gcd(m, d) = 1 and let p be an integer

with 1 ≤ p ≤ m − 2. Let Γ :=
∑p+1

k=0 Nmk be the semigroup generated by

the arithmetic sequence mk := m + kd, k = 0, 1, . . . , p + 1. Let q ∈ N and

r ∈ [0, p] be the unique integers defined by the equation m − 2 = q(p + 1) + r.

Further, let c ∈ Γ be the conductor of Γ, Nc = {z ∈ N | z ≥ c} and let

Γ \ Nc = {0 = v0, v1, . . . , vn−1} with v0 < v1 < . . . < vn−1 < vn := c. Then

the i-th term ti = ti(Γ) of the type sequence (t1, t2, . . . , tn) of Γ is

ti =

{

1, if vi−1 6= jmp+1 for every j ∈ [0, q],

r + 1, if vi−1 = jmp+1 for some j ∈ [0, q].

Proof. If vi−1 6= jmp+1 for every j ∈ [0, q], then Γ(i) \ Γ(i − 1) = {c− 1 −
vi−1} by 2.6-(1), (2), (3) and hence card (Γ(i) \ Γ(i − 1)) = 1. If vi−1 = jmp+1

for some j ∈ [0, q], then card (Γ(i) \ Γ(i − 1)) = r + 1 by 2.6-(3).

2.8. Corollary
In addition to the notations and assumptions as in 2.7, further assume that

d = 1. Then the i-th term ti of the type sequence (t1, t2, . . . , tn) of Γ is

ti =

{

r + 1, if i =
(

j+1
2

)

(p + 1) + j + 1 for some j ∈ [0, q],

1, otherwise.
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Proof. It is easy to check that for every j ∈ [0, q], we have

i(j) = card

( j
⊎

t=0

Γ(t)

)

=

j
∑

t=0

(t(p + 1) + 1) =

(

j + 1

2

)

(p + 1) + j + 1

and jmp+1 is the (i(j) − 1)-th element vi(j)−1 in Γ. Now the assertion is clear
from 2.7.

2.9. Corollary
Let m, d, p, q, r and Γ be as in 2.7 and let R := K[[Γ]] be the semigroup ring

of Γ over a field K. Then

(1) R is Gorenstein if and only if r = 0.

(2) Assume that R is not Gorenstein. Then R is almost Gorenstein if and

only if m = p + 2. Moreover, in this case we have τR = m − 1.

Proof. (1) Note that τR = r + 1 by 2.5-(3). Therefore R is Gorenstein if
and only if r + 1 = τR = 1, i.e., r = 0.

(2) R is almost Gorenstein if and only if the type sequence of R is τR =
r + 1, 1, . . . , 1 or equivalently (by 2.7) q = 0, i.e. m − 2 = r. Now, since
m ≥ p + 2 and r ≤ p, we have m − 2 = r if and only if m − 2 = p.3. Numeri
al invariants of analyti
ally irredu
ible Arf rings

In this section we first recall some definitions and results proved in [9] on
blowing-up and Arf rings. These results hold more generally, for semi-local
1-dimensional Cohen–Macaulay rings.

Let R be a semi-local Cohen–Macaulay ring of dimension 1 and let m be
the (Jacobson) radical of R. Let R be the integral closure of R in its total
quotient ring Q(R). An ideal a in R is called open if it is open in the m-adic
topology on R, or, equivalently, m

n ⊆ a for some n ≥ 1, or, equivalently,
the length ℓ(R/a) is finite. For any two R-submodules M , N of R, we put
(M : N) := {y ∈ R | yN ⊆ M}.

For an open ideal a in R, let B(a) := ∪n∈N(an : an). The ring B(a) is called
the blowing-up of R along a or the first neighbourhood ring of a.

3.1. Proposition ([9, Proposition 1.1])
For an open ideal a in R, the ring B(a) is a finitely generated R-module and

R ⊆ B(a) ⊆ R. Moreover, if R is local and if a is a m-primary ideal which

is not principal, then R ( B(a). In particular, if R is local and if R is not a

discrete valuation ring, then R ( B(m). Furthermore, there exists a non-zero

divisor x ∈ a such that B(a) = R[ z1

x , . . . , zr

x ], where z1, . . . , zr is a generating

set for the ideal a. In particular, a B(a) = xB(a).
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An open ideal a in R is called stable in R if B(a) = (a : a), or, equivalently,

a B(a) = a. It is clear that if a is an open ideal in R, then an is stable for some
n > 0 and if an is stable, then am is stable for every m ≥ n.

Recall that an ideal a of R is said to be integrally closed in R if a = a :=
{z ∈ R | zn + a1z

n−1 + · · · + an = 0 with aj ∈ aj for every j = 1, . . . , n}.
Now we recall the definition of an Arf ring studied by Lipman in [9].

3.2. Branch sequence and Arf rings
Let R be a ring as above. Since R is a finite R-module, there exists a finite
sequence

(3.2.1) R = R0 ( R1 ( . . . ( Rm−1 ( Rm = R

of one dimensional semi-local noetherian rings such that for each 1 ≤ i ≤ m,
the ring Ri is obtained from Ri−1 by blowing up the radical of Ri−1 . For
each maximal ideal n of R, every local ring R′

i := (Ri)n∩Ri
is called infinitely

near to R. For each i = 0, . . . , m, the multiplicity and the residue field of
the local ring R′

i are denoted by e(R′
i) and ki , respectively. The sequence

R′
0, R

′
1, . . . , R

′
m is called the branch sequence of R along n and the sequence

of pairs ((e(R′
i), [ki : k0]), i = 0, . . . , m is called the multiplicity sequence of

R, where [ki : k0] denotes the degree of the field extension ki|k0 (see [9, pp.
661, 669]. In particular, if R is analytically irreducible, residually rational
and R 6= R, then each Ri in (3.2.1) is also analytically irreducible, residually
rational; if mi is the maximal ideal of Ri , then the ring Ri is obtained from
Ri−1 by blowing up mi−1 . Further, Ri = R′

i for each i = 0, . . . , m, since R is
local and n is the only maximal ideal in R.

A semi-local Cohen–Macaulay ring of dimension 1 is called an Arf ring

if every integrally closed open ideal in R is stable, or, equivalently (see [9,
Theorem 2.2]), if A is any local ring infinitely near to R, then A has maximal
embedding dimension, i.e., embdim(A) = e(A). In particular, if a local ring R

is Arf, then R has maximal embedding dimension.

In the Proposition 3.3 below, we recall some conditions for a 1-dimensional
Cohen--Macaulay local ring R which are equivalent to the equality embdim(R)=
e(R).

3.3. Proposition
Let (R, m) be a one dimensional local Cohen–Macaulay ring and let a be an

m-primary ideal. Then the following statements are equivalent:

(i) B(a) = (a : a), i.e., a is stable.

(ii) There exists z ∈ a such that za = a2.

In particular, the maximal ideal m is stable ⇐⇒ embdim(R) = e(R) ⇐⇒
τR = e(R) − 1.
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Proof. For the equivalence of (i) and (ii) see [9, 1.8] and [12, 5.1]. If

a = m, then the equivalence: m is stable ⇐⇒ embdim(R) = e(R) is proved
in [9, 1.8 and 1.10]. Therefore to complete the proof is it enough to show
that: τR = e0(R) − 1 ⇐⇒ xm = m2 for some x ∈ m. Let x ∈ m be a
minimal reduction of m. Then, since R is Cohen–Macaulay, ℓ(R/xR) = e(R)
and from xR ⊆ . . . ⊆ (xR : m) ⊆ . . . ⊆ m ( R we have τR = ℓ ((R : m)/R) =
ℓ ((xR : m)/xR) ≤ ℓ(R/xR) − 1 = e(R) − 1. Moreover, the equality τR =
e(R) − 1 ⇐⇒ ℓ ((xR : m)/xR) = ℓ(R/xR) − 1 ⇐⇒ ℓ (R/(xR : m)) = 1 =
ℓ(R/m) ⇐⇒ (xR : m) = m ⇐⇒ xm = m

2.

The following result proved in [4] (see also [5]) shows how the property Arf
is described by the type sequence of its value semigroup.

3.4. Proposition ([4, Theorem 1.7-(5)])
Let (R, m) be a one dimensional noetherian local analytically irreducible, resid-

ually rational domain. Let v be the discrete valuation of R and let v(R) = {0 =
v0, v1, . . . , vn−1} ∪ Nc be the value semigroup of R, where 0 = v0 < v1 < . . . <

vn−1 < vn = c, C is the conductor of R over R, n := n(R) = ℓ(R/C) and

c = c(R) := ℓ(R/C). If R is an Arf ring, then ti = vi − vi−1 − 1 is the i-th

term in the type sequence of R.

Now we recall the following characterization of Arf rings given in [9].

3.5. Proposition ([9, Theorem 2.2 and Corollary 3.8])
Let (R, m) be a one dimensional noetherian local analytically irreducible ring

and let R = R0 ( R1 ( . . . ( Rm−1 ( Rm = R be the branch sequence of R.

Then R is an Arf ring if and only if embdim(Rj) = e(Rj) for each j = 0, . . . , m.

Moreover, if R is complete with algebraically residue field k, then R is an

Arf ring if and only if the value semigroup v(R) of R is {0, e(R0), e(R0) +
e(R1), . . . , e(R0) + · · · + e(Rm−2)} ∪ Nc, where c = e(R0) + · · · + e(Rm−2) +
e(Rm−1).

Under the assumptions of 3.5 we can characterize Arf rings using the type
sequences of R and of each term in the branch sequence of R.

3.6. Theorem
Let (R, m) be a complete local analytically irreducible domain with algebraically

closed residue field k. Let R = R0 ( R1 ( . . . ( Rm−1 ( Rm = R be the

branch sequence of R. For each j = 0, . . . , m − 1, let Cj be the conductor of

R over Rj , and let nj = n(Rj), cj = ℓ(R/Cj) and ti(Rj) be the i-th term in

the type sequence of Rj . Then: R is an Arf ring if and only if for each j =
0, . . . , m−1 and i = 1, . . . , nj , we have nj = m−j and ti(Rj) = e(Rj+i−1)−1 =
ti+1(Rj−1).
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Proof. (⇒): By the assumptions on R and 3.5, for each j = 0, . . . , m−1 we

have Rj is an Arf complete domain with integral closure R, the same residue
field k, Rj ( Rj+1 ( . . . ( Rm−1 ( Rm = R is the branch sequence of
Rj and the value semigroup v(Rj) is {0, v1,j, v2,j , . . . , vm−j−1,j} ∪ Ncj

, where
vi,j = e(Rj)+· · ·+e(Rj+i−1), i = 1, . . . , m−j−1 and cj = e(Rj)+· · ·+e(Rm−1).
Therefore we have nj = n(Rj) = (m − j − 1) + 1 = m − j. Further, for each
j = 0, . . . , m−1, if {ti(Rj) | 1 ≤ i ≤ m−j} is the type sequence of Rj , then by
3.4 we have ti(Rj) = vi,j −vi−1,j −1 = e(Rj+i−1)−1 = vi+1,j−1 −vi,j−1 −1 =
ti+1(Rj−1) for every 1 ≤ i ≤ m − j.

(⇐): For each j = 0, . . . , m − 1, by assumption, in particular, we have
τRj

= t1(Rj) = e(Rj) − 1. Therefore emdim(Rj) = e(Rj) by 3.3 and hence R

is an Arf ring by 3.5.

In particular, for the ready reference we note the following formulas for the
i-th term ti in the type sequence of R, in terms of the types, the multiplicities
and the lengths arising from the terms of the branch sequence of R.

3.7. Corollary
Let (R, m) be an Arf complete local domain with algebraically closed residue

field k and let R = R0 ( R1 ( . . . ( Rm−1 ( Rm = R be the branch sequence

of R. Then: m = n = n(R) and for each i = 1, . . . , n, the i-th term ti in the

type sequence of R is given by: ti = τ(Ri−1) = e(Ri−1) − 1 = ℓ(Ri/Ri−1).

3.8. Corollary
Let (R, m) be an Arf complete local domain with algebraically closed residue

field k and let B = B(m) be the blowing up of R along m. If t1, . . . , tn is the

type sequence of R, then t2, . . . , tn is the type sequence of B.

Recall that several authors (see for example [6], [16] and references in them)
have tried to characterize rings for which the inequality ℓ(R/R) ≤ τR · ℓ(R/C)
is an equality or to give a classification of the rings according to the value of
the integer ℓ∗(R) := τR · ℓ(R/C)− ℓ(R/R). Now, using the special properties of
Arf rings and 3.6 we give some relations between ℓ∗(R), the terms in the type
sequence of R, ℓ∗(Rj) and e(Rj), where R = R0 ( R1 ( . . . ( Rm−1 ( Rm = R

is the branch sequence of R. More precisely:

3.9. Theorem
Let (R, m) be a complete local analytically irreducible domain with algebraically

closed residue field k. Let R = R0 ( R1 ( . . . ( Rm−1 ( Rm = R be the branch

sequence of R and let ej = e(Rj) be the multiplicity of Rj , j = 0, . . . , m. Let

t1, . . . , tn be the type sequence of R. Then:

(1) ℓ∗(Rm−1) = 0 and ℓ∗(Rj) =
∑m−1

i=j+1(m− i) ·(ti−ti+1) for 1 ≤ j ≤ m−2.
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(2) For j = 0, . . . , m−2, we have ℓ∗(R) = ℓ∗(Rj)+

∑j
i=1(m−i) ·(ti−ti+1) =

ℓ∗(Rj) +
∑j

i=1(m − i) · (ei−1 − ei).

Proof. We shall use the notation as in 3.6. Note that for every 0 ≤ j ≤ m,
nj = m− j; in particular, n = n(R) = n(R0) = m. Further, tj+1, . . . , tm is the
type sequence of Rj ; in particular, tm is the type sequence of Rm−1 and hence
nm−1 = n(Rm−1) = 1 and ℓ∗(Rm−1) = 0. Now, for 0 ≤ j ≤ m − 2, we have

ℓ∗(Rj) = τ(Rj) · ℓ(Rj/Cj) − ℓ(R/Rj) = tj+1 · nj −
m

∑

i=j+1

ℓ(Ri/Ri−1)

= tj+1(m − j) −
m

∑

i=j+1

ti =

m
∑

i=j+2

(tj+1 − ti) =

m−1
∑

i=j+1

(m − i) · (ti − ti+1).

This proves (1). Now, since ti = e(Ri−1) − 1 = ei−1 − 1 by 3.7, we have
ti − ti+1 = ei−1 − ei for every 1 ≤ i ≤ m − 1 and hence by (1), we have

ℓ∗(R) = ℓ∗(R0) =

m−1
∑

i=1

(m − i) · (ti − ti+1) =

j
∑

i=1

(m − i) · (ti − ti+1) + ℓ∗(Rj)

=

j
∑

i=1

(m − i) · (ei−1 − ei) + ℓ∗(Rj).

This proves (2).

3.10. Corollary
With the same assumptions and notation as in 3.9, we have:

(1) ej ≤ ej−1 and ℓ∗(Rj) ≤ ℓ∗(R) for every j = 1, . . . , m − 1.

(2) For 1 ≤ j ≤ m − 2, ℓ∗(Rj) = ℓ∗(R) if and only if e0 = . . . = ej−1 = ej .

Proof. Note that the inequality ej ≤ ej−1 holds for every analytically irre-
ducible domain. Therefore by 3.9-(2) ℓ∗(Rj) ≤ ℓ∗(R) for every j = 1, . . . , m−2
and by 3.9-(1) ℓ∗(Rm−1) = 0 ≤ ℓ∗(R).

(2) Since m − i > 0 for every 1 ≤ i ≤ j ≤ m − 2, by 3.9-(2) ℓ∗(Rj) = ℓ∗(R)
if and only if ej−1 = ej for every j = 1, . . . , m − 2.

Now for complete semigroup rings R such that ℓ∗(R) ≤ τR and τR = e(R)−1
using [6, Corollary 2.14], we give another characterization involving the type
sequence of R and the type sequences of the rings Rj in the branch sequence of
R, Arf rings, ℓ∗(R), ℓ∗(Rj), 1 ≤ j ≤ m−1 (see 3.12 below). First we shall prove
the following lemma concerning two special types of semigroup rings considered
in [6, Corollary 2.14].
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3.11. Lemma
Let Γ be a numerical semigroup and let R = K[[Γ]] be the semigroup ring of Γ

over a field K. Let R = R0 ( R1 ( . . . ( Rm−1 ( Rm = R be the branch

sequence of R and let ej = e(Rj), j = 0, . . . , m − 1.

(1) Suppose that Γ is generated by e, pe + 1, pe + 2, . . . , pe + (e − 1), where

e, p are positive integers with e ≥ 3. Then m = p, R is an Arf ring and

ej = e(R) = e for every j = 0, . . . , p − 1.

(2) Suppose that Γ is generated by e, pe− a, pe − a + 1, . . . , pe − a + (a − 1),
where e, p, a are positive integers with e ≥ 3, p ≥ 2 and 1 ≤ a ≤ e − 1.
Then m = p, R is an Arf ring, ej = e(R) = e for every j = 0, . . . , p − 2
and ep−1 = e − a.

Proof. (1) It is easy to check that emdim(R) = e(R) = e; in fact the e

elements e, pe + 1, pe + 2, . . . , pe + (e − 1) form a minimal set of generators for
the semigroup Γ and e < pe + 1. For j = 0, . . . , p − 1, let Γj be the semigroup
generated by e, (p− j)e + 1, (p− j)e + 2, . . . , (p− j)e + (e− 1) and let Γp = N.
Then it is easy to verify that the sequence R = K[[Γ0]] ( K[[Γ1]] ( . . . (

K[[Γp−1]] ( K[[Γp]] = R is the branch sequence of R. Therefore m = p and
emdim(Rj) = e = ej for each j = 0, . . . , p − 1 and hence R is Arf by 3.5.

(2) For j = 0, . . . , p−2, let Γj be the semigroup generated by e, (p− j)e−a,

(p − j)e − a + 1, . . . , (p − j)e − a + (e − 1) (note that this is a minimal set of
generators for Γj ), Γp−1 generated by e−a, e−a+1, . . . , e, e+1, . . . , 2e−a−1
(note that e − a < e and that e − a, e − a + 1, 2e − 2a − 1 is a minimal set
of generators for Γp−1) and let Γp = N. Then it is easy to verify that the
sequence R = K[[Γ0]] ( K[[Γ1]] ( . . . ( K[[Γp−2]] ( K[[Γp−1]] ( K[[Γp]] = R is
the branch sequence of R and emdim(Rj) = e = ej for each j = 0, . . . , p − 2,
emdim(Rp−1) = e − a = ep−1 and hence R is Arf by 3.6.

3.12. Theorem
Let Γ be a numerical semigroup of multiplicity e and type τΓ . Let R = K[[Γ]]
be the semigroup ring of Γ over a field K and let R = R0 ( R1 ( . . . (

Rm−1 ( Rm = R be the branch sequence of R. Let t1 = τΓ, t2, . . . , tn be the

type sequence of R. For a natural number a ≤ t1 , the following statements are

equivalent:

(i) ℓ∗(R) = a and emdim(R) = e(R).

(ii) R is an Arf ring and

ti =











e − 1, if 1 ≤ i ≤ m and a = 0,

e − 1, if 1 ≤ i ≤ m − 1 and a > 0,

e − a − 1, if i = m and a > 0.
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(iii) R is an Arf ring and

ℓ∗(R) = ℓ∗(Rj) =

{

0, if 1 ≤ j ≤ m − 1 and a = 0,

a, if 1 ≤ j ≤ m − 2 and a > 0,

and if a > 0, then ℓ∗(Rm−1) = 0.

Proof. (i) ⇒ (ii): Note that by 3.3 emdim(R) = e(R) ⇐⇒ τR = e(R)−1.
Therefore by [6, Corollary 2.14] the value semigroup of R is:

v(R) = Γ =



























Ne +

e−1
∑

i=1

N(pe + i), if a = 0 (see 3.11-(1)),

Ne +

a−1
∑

i=0

N(pe − a + i), if a > 0 (see 3.11-(2)).

In particular, n = n(R) = m = p and R is an Arf ring (see 3.11). Further, by
3.7 and 3.11, i-th term ti in the type sequence of R is given by

ti =











e − 1, if 1 ≤ i ≤ m and a = 0,

e − 1, if 1 ≤ i ≤ m − 1 and a > 0,

e − a − 1, if i = m and a > 0.

(ii) ⇒ (iii): If a = 0, then ℓ∗(R) = 0 and by 3.9-(2) ℓ∗(Rj) = 0 for every
j = 1, . . . , m − 1. If a > 0, then by 3.9, we have ℓ∗(Rm−1) = 0 and ℓ∗(R) =
tm−1 − tm = a = ℓ∗(Rj) for every j = 1, . . . , m − 2.

(iii) ⇒ (i): Clearly ℓ∗(R) = a by (iii) and since R is an Arf ring, we have
emdim(R) = e(R).4. Examples

In this section we give some examples of Arf rings and some of not Arf rings.
In the following examples R denote the semigroup ring K[[Γ]] of the semigroup
Γ over a field K. Note that in this case each term Rj in the branch sequence
of R is also semigroup ring; in fact, if Γ is generated by n1, n2, . . . , np with
n1 < n2 < . . . < np , then R1 = K[[Γ1]], where Γ1 = v(R1) is generated by
n1, n2 − n1, . . . , np − n1 ; by repeating this argument we get the result for Rj ,
j ≥ 2.

4.1. Example
Let e, r, r′ ∈ N with e ≥ 3, 1 ≤ r, 1 ≤ r′, r+r′ ≤ e−1 and let Γ be the semigroup
generated by the sequence e, e + r, e + r + r′, e + r + r′ + 1, . . . , 2e + r + r′ − 1.
We consider the four cases (i) r′ = r = 1; (ii) r′ = 1, r ≥ 2; (iii) 1 < r′ ≤ r;
(iv) r < r′ separately.
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(a) We first compute the type sequence of R.

Case (i): (r′, r) = (1, 1): This case is considered in 3.11-(1) (p = 1). In this
case t1 = e − 1 is the type sequence of R.

Case (ii): r′ = 1 and r ≥ 2: In this case c = e+r and Γ\Nc = {0, e}. Therefore
n = 2 and v1 = e. Further, Γ(1) \ Γ(0) = T (Γ) = [r, e − 1] ∪ [e + 1, e + r − 1]
and Γ(2) \Γ(1) = [1, r− 1]. Therefore t1 = τR = e− 1, t2 = r − 1 and the type
sequence of Γ is e − 1, r − 1. Therefore, R is almost Gorenstein if and only if
r = 2.

Case (iii): 1 < r′ ≤ r: In this case c = e + r + r′ and Γ \ Nc = {0, e, e + r}.
Therefore n = 3 and v1 = e, v2 = e + r. Further, we have

Γ(1) \ Γ(0) = T (Γ) = {r} ∪ [r + r′, e + r + r′ − 1] \ {e, e + r},

Γ(2) \ Γ(1) =

{

[r + 1, r + r′ − 1], if r = r′,

[r′, r + r′ − 1] \ {r}, if r′ < r,

and

Γ(3) \ Γ(2) =

{

[1, r − 1], if r′ = r,

[1, r′ − 1], if r′ < r.

Therefore

t1 = τR = e − 1, t2 =

{

r′ − 1, if r′ = r,

r − 1, if r′ < r,
t3 =

{

r − 1, if r′ = r,

r′ − 1, if r′ < r,

and the type sequence of Γ is
{

e − 1, r′ − 1, r − 1, if r′ = r,

e − 1, r − 1, r′ − 1, if r′ < r.

Therefore, R is almost Gorenstein if and only if (r′, r) = (2, 2).

Case (iv): r < r′: In this case c = e + r + r′ and Γ \ Nc = {0, e, e + r}.
Therefore n = 3 and v1 = e, v2 = e + r. Further, we have Γ(1) \ Γ(0) =
T (Γ) = [r + r′, e + r + r′ − 1] \ {e, e + r}, Γ(2) \ Γ(1) = [r′, r + r′ − 1] and
Γ(3) \ Γ(2) = [1, r′ − 1]. Therefore t1 = τR = e − 2, t2 = r, t3 = r′ − 1 and the
type sequence of Γ is e − 2, r, r′ − 1. Therefore, R is almost Gorenstein if and
only if (r, r′) = (1, 2).

(b) Now we shall show that R is an Arf ring in cases (i), (ii), (iii) and R is
not Arf in case (iv).

Case (i): (r′, r) = (1, 1): in this case R is an Arf ring (see 3.11-(1) (p = 1)).

Case (ii): r′ = 1 and r ≥ 2: In this case, let Γ0 := Γ, Γ1 be the numerical
semigroup generated by [r, 2r− 1], Γ2 := N and let Rj := K[[Γj ]] for j = 0, 1, 2.
Then it is easy to see that e(R0) = e = embdim(R0), e(R1) = r = embdim(R1),
e(R2) = 1 = embdim(R2), Γ = Γ0 ( Γ1 ( Γ2 = N and R = R0 ( R1 ( R2 = R

is the branch sequence of R. Therefore R is an Arf ring by 3.5.
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Case (iii): 1 < r′ ≤ r : In this case, let Γ0 := Γ, Γ1 be the numerical semigroup
generated by {r} ∪ [r + r′, 2r + r′ − 1] (note that Γ1 is minimally generated by
{r} ∪ ([r + r′, 2r + r′ − 1] \ {2r})), Γ2 be the numerical semigroup generated
by [r′, 2r′ − 1], Γ3 := N and let Rj := K[[Γj ]] for j = 0, 1, 2, 3. Then it is easy
to see that e(R0) = e = embdim(R0), e(R1) = r = embdim(R1), e(R2) = r′ =
embdim(R2), e(R3) = 1 = embdim(R3), Γ = Γ0 ( Γ1 ( Γ2 ( Γ3 = N and
R = R0 ( R1 ( R2 ( R3 = R is the branch sequence of R. Therefore R is an
Arf ring by 3.5.

Case (iv): 1 < r′ ≤ r: r < r′: In this case, since e(R) = ne > e − 1 =
embdim(R), R is not an Arf ring by 3.5.

4.2. Example
Let m, d, p ∈ N, m ≥ 2, p ≥ 1, d ≥ 1, gcd(m, d) = 1, Γ be the semigroup
generated by an arithmetic sequence m, m + d, . . . , m + pd and let R = K[[Γ]].
Let B be the blowing-up of R along the maximal ideal of R. Then (see 3.1)
B = K[[Γ′]], where Γ′ is the semigroup generated by m, d, and so embdim(B) =
2. Further, by 3.5:

(i) If d = 1, then R is Arf if and only if embdim(R) = m (in fact, in this
case, B = K[[T ]]). The case d = 1 is also contained in Proposition 4.4 of
the article [3].

(ii) If d = 2 or m = 2, then for every j ≥ 2 the j-th term in the branch
sequence of R is Rj = K[[Γj ]], where Γj is the semigroup generated by
2, 2n + 1 for some integer n ≥ 1 and so embdim(Rj) = e(Rj) for every
j ≥ 1. Therefore, R is an Arf ring if and only if embdim(R) = m; in
particular, if m = 2, then R is an Arf ring.

(iii) If d ≥ 3 and m ≥ 3, then e(B) ≥ 3, embdim(B) < e(B) and hence R is
not an Arf ring.Referen
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Jadwiga Knop, Magorzata WróbelSome properties of i-
onne
ted sets

Abstra
t. The so-called i-connected sets are considered. The relationships
between i-connected sets in natural topology on the plane and i-connected
sets in the Hashimoto topology are studied.1. Introdu
tion

In order to explain where the problem comes from, let us recall that if a
set is connected, then its closure is connected as well. It is obvious that in the
natural topology on the straight line if a set is connected, then its interior is
also connected. Note that no similar fact holds for the usual Euclidean plane.
The aim of this paper is to investigate the so-called i-connected sets which are
connected and have nonempty connected interiors. We present some of their
properties.

Moreover, we establish the connection between i-connected sets in the Eu-
clidean plane and i-connected sets in a stronger topology – the Hashimoto
topology on the plane.2. Some properties of i-
onne
ted sets

Let X be a nonempty set and let (X, T ) stand for a topological space. For
any A ⊂ X the closure of A will be denoted by cl A and the interior of A by
intA.

We start with the following definition.

Definition 1
Let (X, T ) be a topological space. A set A ⊂ X is said to be i-connected if it
has a nonempty interior and both A and intA are connected.

Remark 1
In the natural topology on a stright line every connected set which has a
nonempty interior is i-connected. Note that no similar fact holds for the Eu-

AMS (2000) Subject Classification: 28A05.
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clidean plane. For instance, a set consisting of two tangent discs is connected
but its interior is not (Fig. 1).

A set A is connected The int A is not
connected

Figure 1

Applying the classical methods we have the following result.

Proposition
Let (X, T ) be a topological space. For any set A ⊂ X if intA is a connected set

and A ⊂ cl intA, then A is i-connected.

Remark 2
For any subset A ⊂ X in a topological space (X, T ) we have the following
equivalence

A ⊂ cl intA ⇐⇒ cl A = cl intA.

In particular, every regular closed set A satisfies the equality cl A = cl intA.

A = cl intA cl A = cl intA cl A 6= cl intA

Figure 2

Theorem 1
Let (X, T ) be a topological space and A, B ⊂ X be fixed. If intA is connected,

cl A = cl intA and B is a connected and boundary set such that A ∩ B 6= ∅,
then the sum A ∪ B is i-connected.

Proof. First, we prove that int(A∪B) ⊂ cl A. To this end take an arbitrary
x ∈ int(A ∪ B). Then there exists a neighbourhood Ux of this point such that
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Ux ⊂ A ∪ B. Let Vx be an arbitrary neighbourhood of x. Notice that Ux ∩ Vx

is a nonempty open set and Ux ∩ Vx ⊂ A ∪ B. Since B is a boundary set, we
conclude that Ux ∩Vx 6⊂ B. Therefore, (Ux ∩Vx)∩A 6= ∅, so Vx ∩A 6= ∅, which
implies that x ∈ clA. Since

intA ⊂ int(A ∪ B) ⊂ cl A = cl intA

and both int A and cl intA are connected, the set int (A ∪ B) is connected.
Since the connectivity of A ∪ B is obvious, the proof is completed.

Now we are ready to introduce the definition of an i-connected topological
space.

Definition 2
A topological space (X, T ) is said to be i-connected if every connected set in
(X, T ) which has a nonempty interior is i-connected.

Remark 3
The straight line with a natural topology is an i-connected space but the Eu-
clidean plane is not i-connected.

Remark 4
The property of being an “i-connected space” is a topological property.

Before stating the next theorem we have to introduce some notations.
Let (X, T ) be a topological space and let a nonempty set A ⊂ X be fixed.

We denote by (A, TA) the topological subspace of (X, T ) with TA = {U ∩ A :
U ∈ T }.

Let clA M and intA M stand for the closure and the interior of M ⊂ A in
(A, TA), respectively.

We see at once that the i-connectivity of a set in the sense of Definition 1
is not equivalent to the i-connectivity of the topological subspace induced on
that set.

Now, let us quote the following lemma which is a consequence of Lemma
6.1 in [2].

Lemma 1
Let (X, T ) be a topological space and let A ⊂ X. Then M ⊂ A is connected in

(A, TA) if and only if M is connected in (X, T ).

Theorem 2
Let (X, T ) be a topological space and let a set A ⊂ X be nonempty and such that

cl A = cl intA. If the space (X, T ) is i-connected, then the subspace (A, TA) is

i-connected.
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Proof. Let a set M ⊂ A with a nonempty interior be connected in (A, TA).

According to Lemma 1, M is connected in (X, T ). Now, we prove that the
condition intA M 6= ∅ implies that intM 6= ∅. Indeed, as intA M 6= ∅, therefore
there exists an x ∈ intA M and Ux ∈ T such that Ux ∩A ⊂ M and Ux ∩A 6= ∅;
consequently Ux ∩ intA ⊂ intM . Since Ux ∩ A 6= ∅ and, by the assumption,
cl intA ⊂ cl A, we conclude that Ux ∩ intA 6= ∅ and finally intM 6= ∅. From
this and from the fact that (X, T ) is i-connected we obtain that int M is con-
nected in (X, T ).

The inclusions int M ⊂ intA M ⊂ M imply that intA M is connected in
(X, T ) and, by Lemma 1, connected in (A, TA) which proves the theorem.

We can observe that the above theorem means that the i-connectivity is
hereditary with respect to the property clA = cl intA, in particular, with
respect to open sets.3. The i-
onne
ted sets in the Hashimoto topology

Let (X, T ) and (X, T ′) be topological spaces such that T ⊂ T ′. It is easy
to check that for any set A ⊂ X we have:

(1) the interior of the set A in (X, T ) is contained in the interior of A in
(X, T ′);

(2) the closure of A in (X, T ′) is contained in the closure of A in (X, T );

(3) if M ⊂ X is connected in the stronger topology (X, T ′), then M is con-
nected in the weaker topology (X, T ).

Here and in what follows (R2, Td) denotes the Euclidean plane, i.e.,

Td =
{

U ⊂ R
2 : ∀x ∈ U ∃ r > 0 K(x, r) ⊂ U

}

,

where K(x, r) stands for the open ball centered at x and with the radius r in
the Euclidean metric space.

From now on (R2, T ∗) stands for the Euclidean plane with the Hashimoto
topology, i.e.,

T ∗ = {U\F ⊂ R
2 : U ∈ Td and µ(F ) = 0},

where µ denotes the Lebesgue measure in R
2.

For simplicity we write intA (cl A) for the interior (the closure) of A in the
space (R2, Td) and int∗ A (cl∗ A) for the interior (the closure) of A in (R2, T ∗).

Since Td ⊂ T ∗, by (1)-(3), we have:

(4) ∀A ⊂ R
2 intA ⊂ int∗ A,

(5) ∀A ⊂ R
2 cl∗ A ⊂ cl A,
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(6) if M ⊂ R

2 is connected in the Hashimoto topology (R2, T ∗), then M is
connected in (R2, Td).

Lemma 2
If U ⊂ R

2 is an open set in (R2, Td), then cl U = cl∗ U .

Proof. If U = ∅, then the assertion is obvious. Assume that U 6= ∅. Ac-
cording to (5), it is enough to prove that cl U ⊂ cl∗ U . Let x ∈ cl U and
Vx ∈ T ∗ be a neighbourhood of x. There exist a neighbourhood Ux ∈ Td and
F ⊂ R

2 such that µ(F ) = 0 and Vx = Ux\F . Then Vx ∩ U = (Ux ∩ U)\F . As
Ux ∩ U is nonempty and open in (R2, Td), we have µ(Ux ∩ U) > 0 and finally
(Ux ∩ U)\F 6= ∅ which proves our claim.

The main result reads now as follows.

Theorem 3
If a set A ⊂ R

2 has a nonempty and connected interior in the space (R2, Td)
and cl A = cl intA, then A is i-connected in the space (R2, T ∗).

Proof. We start with the observation that if intA is open and connected
in (R2, Td), then it is connected in (R2, T ∗). Indeed, suppose that int A is
disconnected in (R2, T ∗). Then, according to the assumption that int A ∈ T ∗,
there exist two nonempty sets U1, U2 ∈ Td and F1, F2 ⊂ X such that µ(F1) =
0 = µ(F2), intA = (U1\F1) ∪ (U2\F2) and (U1\F1) ∩ (U2\F2) = ∅. Hence
intA ⊂ U1∪U2 and U1∩U2 ⊂ F1∪F2. A reasoning similar to that in the proof
of Lemma 2 shows that U1 ∩U2 = ∅ which means that int A is disconnected in
(R2, Td), contrary to the assumption.

By (4), we have

intA ⊂ int∗ A ⊂ A ⊂ cl A.

Moreover, in the view of the assumption and Lemma 2, we get

cl A = cl intA = cl∗ intA

and, consequently,

intA ⊂ int∗ A ⊂ A ⊂ cl∗ intA.

Since int A and cl∗ intA are connected in (R2, T ∗), the sets int∗ A and A are
connected in (R2, T ∗), and the proof is completed.

Note that every set satisfying the assumptions of the above theorem is i-
connected in (R2, Td). Therefore we obtain the following corollary.

Corollary
If a set A ⊂ R

2 is i-connected in the space (R2, Td) and clA = cl intA, then A

is i-connected in the space (R2, T ∗).
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Remark 5
The assumption that cl A = cl intA is essential. In fact, the example below
(Fig. 3) shows that there exist sets which are i-connected in (R2, Td) but are
not i-connected in (R2, T ∗).

Note that the set from Figure 3 is not connected in the Hashimoto topology
because it is the union of two nonempty disjoint and closed subsets that are
represented by the disc and the line segment without one of the end points.

Figure 3Referen
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omplexity of algorithms formulti-peg Tower of Hanoi problem

Abstra
t. There are proved upper explicit estimates of complexity of algo-
rithms: for multi-peg Tower of Hanoi problem with the limited number
of disks, for Reve’s puzzle and for 5-peg Tower of Hanoi problem with
the free number of disks.1. Introdu
tion

The Tower of Hanoi is a mathematical game or puzzle, which was invented
by the French mathematician Edouard Lucas in 1883 under the pen-name
N. Claus [1] described as an “old Indian legend".

According to the legend of the Tower of Hanoi (originally the “Tower of
Brahma" in a temple in the Indian city of Benares), the temple priests are to
transfer a tower consisting of 64 fragile disks of gold from one part of the temple
to another, one disk at a time. The disks are arranged in order, no two of them
the same size, with the largest on the bottom and the smallest on top. Because
of their fragility, a larger disk may never be placed on a smaller one, and there
is only one intermediate location where disks can be temporarily placed. It is
said that before the priests complete their task the temple will crumble into
dust and the world will vanish in a clap of thunder.

In the basic version, a stack of discs of mutually distinct sizes is arranged
on one of three pegs, with the size restriction that no larger disc is atop a
smaller disc. The problem is then to move the entire stack of discs to another
of the three pegs by moving one disc at a time, and always maintaining the
size restriction.

Let us denote by H3(n) the minimum number of moves needed to solve the
puzzle with n discs for three pegs. It is known (E. Lucas)

H3(n) = 2n − 1. (1)

AMS (2000) Subject Classification: 05-99.
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The Tower of Hanoi is a well known NP problem in recreational mathe-

matics. The problem is isomorphic to finding a Hamiltonian path on an n-
hypercube.

The literature devoted to the problem is vast and enumerates at least some
200 relevant positions printed in various countries and in various languages
(not counting appearances in psychological journals and textbooks in discrete
mathematics [6]). Authors of [3] analyse several references from the first edition
of the Bibliography of P.K. Stockmeyer, which was posted in 1997, and declare
“many papers only rediscover known results".

This problem has also been widely used in the computer science as a
paradigmatic teaching example for recursive solution methods. Algorithms
of moving discs from one of three pegs to another peg is still used today in
many computer science textbooks to demonstrate how to write a recursive al-
gorithm or program. Also these algorithms are often proposed programming on
various olympiads and competitions for informaticians. Many computer games
use algorithms “The Tower of Hanoi", for example [7].2. The multi-peg Tower of Hanoi problem

One of many possible generalizations of the Tower of Hanoi problem is to
increase the number of pegs. The multi-peg Tower of Hanoi problem consists
of k > 3 pegs (B1, B2, . . . , Bk) mounted on a board together with n discs of
different sizes (1, 2, . . . , n). Initially these discs are placed on one peg (B1) in
order of size, with the largest (n-disc) on the bottom. The rules of the problem
allow discs to be moved one at a time from one peg to another as long as a
largest disc is never placed on top of a smaller disc. The goal of the problem
is to transfer all the discs to another peg (B2) with the minimum number of
moves, denoted Hk(n). The function Hk(n) characterize the complexity of the
algorithm for the solution of the multi-peg Tower of Hanoi problem.

It is surprising that an optimal solution to the k-peg version of the classic
Tower of Hanoi problem is unknown for each k ≥ 4.

Algorithms for transporting n discs from the first peg to B2 for the case of
k > 3 pegs were investigated by some mathematicians. A well-known result for
investigation of our problem is the recurrence formula

S(n, k) = 2S(n − i, k) + S(i, k − 1), (2)

where k > 3 is a number of pegs, n is a number of discs and S(n, k) is the
minimal number of moves required for transporting n discs from the first peg
to B2.

This formula was independently published in 1941 by two mathematicians
Frame and Stewart [5] with the help of algorithms, which modern mathemati-
cians name as the “Frame–Stewart algorithm scheme":
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1. Recursively transport a stack of n− i smallest disks from the first peg to

a temporal peg, using all k pegs;

2. Transport the remaining stack of i largest discs from the first peg to the
final peg, using (k−1) pegs and ignoring the peg occupied by the smaller
discs;

3. Recursively transport the smallest n − i discs from the temporal peg to
the final peg, using all k pegs.

The Frame–Stewart number denoted S(n, k) or FS(n, k), is the minimum
number of moves needed to solve the Tower of Hanoi problem using the above
Frame-Stewart algorithm scheme.

It is easily to get an other recurrence formula for the multi-peg Tower of
Hanoi problem with the help of a next algorithm:

1. Move ik smallest discs from the first peg to the peg Bk .

2. Move ik−1 next discs from the first peg to the peg Bk−1 .

3. Move ik−2 next discs from the first peg to the peg Bk−2 .

At last (on step (k − 3)) move i4 next discs from the first peg to the peg
B4 .

We sum our moves for k − 3 steps and obtain

Hk(ik) + Hk−1(ik−1) + · · · + H4(i4).

Step k − 2. Move i3 largest discs, where i3 = n −
∑k

j=4 ij , from the first

peg to the peg B2 , using three pegs (2i3 − 1 moves).
Step k−1. Move all discs from pegs B4, B5,. . . ,Bk to the peg B2 (Hk(ik)+

Hk−1(ik−1) + · · · + H4(i4) moves).
We sum all moves, which needed for transporting of all n discs from the

first peg to the peg B2, and obtain

Hk(n) = 2

k
∑

j=4

Hj(ij) + 2i3 − 1, (3)

where ij ≤ ij+1 and i3 = n − ∑k
j=4 ij .

The recurrence formula (3) is known to mathematicians and is published
in [3]. It is not comfortable for practical using as it is difficult to find optimal
decomposition of the number n into k − 2 numbers i3, i4, . . . , ik.

Also the following statement is known:

If k ≥ 3 and n ≤ k − 1, then

Hk(n) = 2n − 1. (4)

If n = k, we must place on the peg Bk two smallest (2-disc and 1-disc) discs
(three moves). Then we move n− 2 discs from B1 to B2, B3, . . . , Bk−1 , where
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on the each peg is placed one disc and n-disc is placed on B2 (n − 2 moves).
Then we move n − 3 discs from B3, . . . , Bk−1 to B2 (n − 3 moves). At last we
move two discs from Bk to B2 (three moves).

We sum our moves in this case and obtain the estimation

Hk(n) = 2n + 1. (5)3. The expli
it estimate for multi-peg Tower of Hanoi problem with the limitednumber of disks
With the help of a similar algorithm we get

Theorem 1
If k ≥ 3 and k ≤ n ≤ k(k−1)

2 , then

Hk(n) = 4n− 2k + 1. (6)

Proof. Case 1. We consider first a case, where k ≤ n ≤ 2k − 3.
Let n = l + k − 1, with l ≤ k − 2.
Then we will use the following algorithm of transferring of discs:

1. Move the k − 1 smallest discs from the first peg to B2, B3, . . . , Bk , so
that on each peg one disc is placed and 1-disc is placed on B2 .

2. Move l smallest discs (1-disc, 2 − disc, . . . , l-disc) from temporal pegs to
the peg B∗, where we placed the (l + 1)-disc.

3. Move l largest discs from B1 to free pegs B2, B3, . . . , Bl+1, so that on
each peg one disc is placed and n-disc is placed on B2 .

4. Move l − 1 largest discs ((n − 1)-disc, . . . , (n − l + 1)-disc) from pegs
B3, . . . , Bl+1 to the peg B2 .

5. Move the remaining stack of k − 2 − l largest discs to B2 .

6. Move the remaining stack of l + 1 smallest discs from B∗ to B2 .

We sum our moves and obtain

Hk(n) = 2k + 4l − 3.

From l = n − k + 1 we have

Hk(n) = 2k + 4(n − k + 1) − 3 = 4n − 2k + 1. (7)

Case 2. In the next case we have 2k − 3 < n ≤ k(k−1)
2 .

Let n = k(k−1)
2 .

Then we will use the following algorithm to transfer the discs:

1. Move k−1 smallest discs from the first peg to the peg Bk (2k−3 moves).

2. Move k− 2 next discs from the first peg to the peg Bk−1 (2k− 5 moves).
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3. Move k− 3 next discs from the first peg to the peg Bk−2 (2k− 7 moves).

At last on stage k − 1 we move the last n-disc from B1 to B2 .
We sum our moves and obtain

((2k − 3) + 1)(k − 1)

2
= (k − 1)2.

Then we must sum moves, which are necessary for transporting n− 1 discs
from pegs B3, . . . , Bk to the peg B2 .

It is obvious, that this number of moves is equal to (k − 1)2 − 1.

Then we obtain, that the sum of moves needed for transporting n = k(k−1)
2

discs from the peg B1 to the peg B2 is equal to

Hk(n) = 2(k − 1)2 − 1. (8)

If we have to transport n <
k(k−1)

2 discs from the peg B1 to the peg B2 and

k(k − 1)

2
− n = i,

the number of moves in the case

2k − 3 < n ≤ k(k − 1)

2
is equal to

Hk(n) = 2(k − 1)2 − 1 − 4i. (9)

From i = k(k−1)−2n
2 we have

Hk(n) = 2(k − 1)2 − 1 − 2(k(k − 1) − 2n)

= 2(k − 1)2 − 2k(k − 1) + 4n − 1

= 2(k − 1)(k − 1 − k) + 4n − 1

= 4n − 2k + 1. (10)

This yields our statement.4. The new estimate for Reve's puzzle
We can deduce a non-recursive (explicit) formula estimating the minimal

number of moves required for transporting n discs from the peg B1 to the peg
B2 with the help of two subsidiary pegs B3 and B4. The puzzle “The Tower
of Hanoi" for k = 4 pegs is known as Reve’s puzzle. There are several paper
published on Reve’s puzzle. For example, in [4] there are recursive algorithm
computations for H4(20), H4(50), H4(100), H4(150), H4(200). However, ex-
plicit formula estimating H4(n) is not stated in that paper.

We will prove the next result.
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Theorem 2
Let n be fixed and m be an integer such that

m(m−1)
2 < n ≤ (m+1)m

2 . Then

H4(n) = 2m−2(2n − (m − 2)2 − m) + 1. (11)

Proof. Case 1. n = (m+1)m
2 is a triangular number.

We will apply the Frame–Stewart algorithm scheme for transporting of n

discs from the B1 to the B4 in the following way:

1. Move i smallest discs from the first peg to the peg B4 , using all four pegs.

2. Move n − i largest discs from the first peg to the peg B2 , using three
pegs.

3. Move i smallest discs from the B4 to the peg B2 , using all four pegs.

We sum our moves and obtain

H4(n) = 2H4(i) + 2n−i − 1. (12)

It is obvious, that for transporting of i discs from the B1 to the B4 we can
transport j < i smallest discs from the B1 to the B3 , then i − j largest discs
from the B1 to the peg B4 and at last transport j smallest discs from the B3

to the B4 . With the help of

H4(i) = 2H4(j) + 2i−j − 1

we obtain

H4(n) = 2(2H4(j) + 2i−j − 1) + 2n−i − 1.

Using the Frame–Stewart algorithm and the formula (12) many times we
obtain a next formula for calculation of the minimum number of moves needed
to solve the 4-peg Tower of Hanoi problem:

H4(n) = 2m − 1 + 2(2m−1 − 1 + 2(2m−2 − 1 + · · ·+ 2(22 − 1 + 2 · 1) · · ·)), (13)

where m+(m−1)+ · · ·+(m− (m−1)) = (m+1)m
2 = n is a triangular number.

The number of moves necessary for transporting of three smallest discs from
the B1 to a temporal peg (B3 or B4) is described in the innest brackets.

Dropping all the brackets in the formula (13) we obtain m − 1 summands,
which are equal to 2m, and one, which is equal to 2m−1. The others summands
of the development of the formula (13) are negative integers, which sum up to

1 + 2 + 4 + · · · + 2m−2 = 2m−1 − 1.

Then we have for triangular numbers the exact formula

H4(n) = (m − 1)2m + 2m−1 − 2m−1 + 1 = (m − 1)2m + 1. (14)
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Case 2. n is nontriangular:

(m − 1)m

2
< n <

(m + 1)m

2
.

We estimate the number H4(n) in the following way:
We observe from (13) that the absence of one (the smallest) disc, that is

n = (m+1)m
2 − 1, on the peg B1 , allows to economize 2m−1 moves needed for

transporting discs from the peg B1 to the peg B2 compared to the triangular

case n = (m+1)m
2 .

If we have to transport (m+1)m
2 − n discs from the peg B1 to the peg B2

and n >
(m−1)m

2 , then number of “saved" moves is
(

(m + 1)m

2
− n

)

2m−1 = (m(m + 1) − 2n)2m−2.

Finally, we get

H4(n) = (m − 1)2m + 1 − (m(m + 1) − 2n)2m−2

= (m − 1)222m−2 + 1 − (m2 + m − 2n)2m−2

= 2m−2(4m − 4 − m2 − m + 2n) + 1

= 2m−2(2n − (m − 2)2 − m) + 1.

Remark 1
Poole (1994) and Rangel–Mondragón [8] computed the minimum numer of
moves needed to solve the Reve’s puzzle by:

H4(n) = 1 +

[

n − x(x − 1)

2
− 1

]

2x (15)

with

x =

[
√

8n − 7 − 1

2

]

where [ ] is the Gauss bracket.
Of course, formulas (11) and (15) yield identical results for H4(n) but for-

mula (11) seems to be more comfortable for calculation.5. The expli
it estimate for 5-peg Tower of Hanoi
With the help of formulas (2), (6) and (11) we can deduce a nonrecursive

formula for an estimation of H5(n):

H5(n) = H4(n4) + 2H5(n5), (16)

where n = n4 + n5 .
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Corollary 1

H5(n) = 2m−2(2n4 − (m − 2)2 − m) + 8n5 − 17, (17)

with n4 < n5 ≤ 10, n = n4 + n5 and
(m−1)m

2 < n4 ≤ (m+1)m
2 .

The formula (17) allows to estimate the function H5(n) for case 11 ≤ n ≤ 24.

We can obtain another nonrecursive formula for H5(n), which applies for
n ≥ 11.

We use (2) and (16) with the following assumptions on the splitting n =

n4 +n5: we take n4(m) to be the triangular number (m+1)m
4 such that n4 < n5

and the difference n5 − n4 is minimal among all decompositions of n.

Using the Frame–Stewart algorithm and the formula (16) many times we
obtain a next formula for calculation of the minimum number of moves needed
to solve the 5-peg Tower of Hanoi problem:

H5(n) = H4(n4(m)) + 2(H4(n4(m − 1)) + 2(H4(n4(m − 2))

+ · · ·+ 2(H4(n4(1)) + 2H5(1) · · ·)),

where n4 = n4(i) is a triangular number and n =
∑m

i=1 n4(i) + 1.

The sum of triangular numbers is called a tetrahedral number.

From (14) we deduce for a tetrahedral number

H5(n) = (m − 1)2m + 1 + 2(m − 2)2m−1 + 2 + 22(m − 3)2m−2 + 4

+ · · · + 2m−1(0 · 2 + 1 + 2 · 1) · · ·)
= 2m((m − 1) + (m − 2) + · · · + 1) + (1 + 2 + · · · + 2m)

= 2m

(

m(m − 1)

2

)

+ 2m+1 − 1 = 2m−1m(m − 1) + 4 · 2m−1 − 1

= 2m−1(m(m − 1) + 4) − 1. (18)

Theorem 3
If n is a non-tetrahedral number, such that

m+1
∑

i=1

n4(i) ≥ n >

m
∑

i=1

n4(i) + 1,

then

H5(n) =
2m−1

3
(6n − m3 − 5m + 6) − 1. (19)

Proof. From the formula (18) it follows that increasing the number of discs
by 1 implies the increase of the number of moves (H5(n)) by 2m. Then the
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number of moves needed for transporting n discs, where n >

∑m
i=1 n4(i) + 1 is

equal to

H5(n) = 2m−1(m(m − 1) + 4) − 1 + 2m(n −
m

∑

i=1

n4(i) − 1).

Since
m

∑

i=1

n4(i) =
(m + 2)(m + 1)m

6

we get

n − (m + 2)(m + 1)m

6
− 1 =

(6n − (m + 2)(m + 1)m − 6)

6

=
6n − m3 − m2 − 2m2 − 2m − 6

6
.

Hence

H5(n) = 2m−1(m(m − 1) + 4) − 1 +
2m−1

3
(6n − m3 − 3m2 − 2m − 6)

=
2m−1

3
(6n − m3 − 5m + 6) − 1.

Remark 2
Our formula (19) allows to discover errors in results, which published in [2],
where H5(11) − H5(10) = 39 − 31 = 8 and H5(n + 1) − H5(n) = 4 for n > 11.
It follows from (19), that H5(n + 1) − H5(n) cannot decrease with increasing
the number of discs.

Using the Frame–Stewart algorithm scheme and the formulas (2), (6), and
(19) we can obtain formulas for calculation of the minimum number of moves
needed to solve the 6-peg Tower of Hanoi problem.

Corollary 2

H6(n) =
2m−1

3
(6n5 − m3 − 5m + 6) + 8n6 − 23, (20)

where n6 ≤ 15, n = n6 + n5 ,

m+1
∑

i=1

n4(i) ≥ n5 >

m
∑

i=1

n4(i) + 1,

(m − 1)m

2
< n4 ≤ (m + 1)m

2
.

The formula (20) allows to estimate the function H6(n) for case 16 ≤ n6 ≤
33.
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lusion
As a conclusion we can observe with the help of our new formulas values

of the function Hk(n) for n = 64. Suppose that one move requires one se-
cond. Then it’s known (E. Lucas) H3(n) = 264 − 1 and the puzzle takes more
than 590 000 000 000 years. Then by (11) we have H4(64) = 18433 (only five
hours running time). We have by (19) H5(64) = 1535 and H6(64) = 673 and
H7(64) = 479 with the help of formulas (2), (6), (19) and (20) for m = 4,
n4 = 10, n5 = 22, n6 = 21. Next results are: H8(64) = 385, H9(64) = 351,
H10(64) = 313, H11(64) = 271, which we obtain with help of formulas (2) and
(6). We can easily calculate the values of Hk(64) for 64 ≥ k ≥ 12 with the help
of one formula (6). At last H65(64) = 127. It is obvious, that the number of
moves required for solution of the puzzle in case n = 64, k > 65 stabilizes.Referen
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Pawe³ Dryga�, Anna KrólSome remarks on the domination between
onjun
tions and disjun
tions

Abstra
t. There are diverse domination properties considered in linear pro-
gramming, game theory, semigroup theory and graph theory. In this
paper we present a class of conjunctions which dominate each triangular
conorm. Moreover, we give the characterization of such conjunctions.1. Introdu
tion

The notion of domination was introduced by R.M. Tardiff [11]. in the case
of triangle functions. It was generalized by B. Schweizer and A. Sklar [10] to
the class of associative binary operations with common domain (and common
unit element) in order to construct Cartesian products of probabilistic metric
spaces. The domination of t-norms is also used in construction of fuzzy equiv-
alence relations [1] and fuzzy orderings [2]. The domination between aggrega-
tion operations is useful in investigation of aggregation procedures preserving
T -transitivity of fuzzy relations [8].

Furthermore, the characterization of the relation of domination in a class
of operations is a solution of a functional inequality in the class of functions.
This inequality is a natural generalization of the equation of bisymmetry. Con-
cerning reflexivity of domination, one can obtain the equation of bisymmetry.

Some particular problems of domination were recently examined (Drew-
niak et al. [4], Drewniak, Król [5]). The characterization of all t-seminorms
dominating each triangular conorm was given by P. Sarkoci (cf. [9]).

In this paper at first, in Section 2, we recall definitions of binary operations
which will be used in the sequel. Next, we recall the notion of domination
concerning two binary operations (Section 3). In Section 4 we describe the class
of conjunctions which dominate each triangular conorm. Section 5 contains the
characterization of such conjunctions.

AMS (2000) Subject Classification: 26D20, 39B62, 06F05.
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onjun
tions and disjun
tions
In this section we recall definitions of binary operations which will be used

in the sequel.

Definition 1 (cf. [3])
A conjunction (disjunction) is any increasing binary operation

C: [0, 1]2 −→ [0, 1] (D: [0, 1]2 −→ [0, 1] )

fulfilling

C(0, 0) = C(0, 1) = C(1, 0) = 0, C(1, 1) = 1

(D(0, 1) = D(1, 0) = D(1, 1) = 1, D(0, 0) = 0 ).

Example 1
The operation C: [0, 1]2 −→ [0, 1] given by formula

C(x, y) =

{

max(x, y) if (x, y) ∈ [12 , 1]2,

min(x, y) otherwise

is a conjunction.

Definition 2 (cf. [3])
A t-seminorm (t-semiconorm) is any increasing binary operation T (S): [0, 1]2 →
[0, 1] with neutral element 1 (0).

Remark 1
An operation is a t-seminorm (t-semiconorm) iff it is a conjunction (disjunction)
with the neutral element 1 (0).

Remark 2
Any t-seminorm T and t-semiconorm S fulfils

T (x, y) ≤ min(x, y); S(x, y) ≥ max(x, y), x, y ∈ [0, 1].

Example 2
The operation T : [0, 1]2 −→ [0, 1] given by formula

T (x, y) =

{

0 if x ∈ [0, 1
4 ], y ∈ [0, 1

2 ],

min(x, y) otherwise

is a t-seminorm.

Remark 3
The conjunction from Example 1 is not a t-seminorm.
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Definition 3 ([7], Definitions 1.1, 1.13)
An associative, commutative and increasing operation T (S): [0, 1]2 −→ [0, 1]
is called a t-norm (t-conorm), if it has the neutral element e = 1 (e = 0).

Remark 4
An operation is a t-norm (t-conorm) iff it is an associative, commutative
t-seminorm (t-semiconorm).

By an order isomorphism we can obtain a new operation from a given one.

Theorem 1 (cf. [7], p. 38)
Let us consider an increasing binary operation F : [0, 1]2 −→ [0, 1], a bijection

ϕ: [0, 1] −→ [0, 1] and

Fϕ(x, y) = ϕ−1(F (ϕ(x), ϕ(y))), x, y ∈ [0, 1].

If ϕ is increasing and F is a t-norm (t-conorm), t-seminorm (t-semiconorm)

or conjunction (disjunction) then Fϕ remains a t-norm (t-conorm), t-seminorm

(t-semiconorm) or conjunction (disjunction), respectively.

If ϕ is decreasing and F is a t-norm (t-conorm), t-seminorm (t-semiconorm)

or conjunction (disjunction) then Fϕ changes ϕ into a t-conorm (t-norm),

t-semiconorm (t-seminorm) or disjunction (conjunction), respectively.3. Notion of domination
Now we recall the notion of domination concerning two binary operations.

Definition 4 (cf. [11])
Let F, G: [0, 1]2 −→ [0, 1]. Operation F dominates operation G (F ≫ G), iff

F (G(a, b), G(c, d)) ≥ G(F (a, c), F (b, d))

for a, b, c, d ∈ [0, 1].

Lemma 1 ([4])
The operation F = min dominates every increasing operation. Every increasing

operation dominates G = max.

New examples of domination can be obtained from given ones by order
isomorphisms.

Lemma 2 ([8], Proposition 4.2)
Let us consider increasing binary operations F, G: [0, 1]2 −→ [0, 1], a bijection

ϕ: [0, 1] −→ [0, 1] and

Fϕ(x, y) = ϕ−1(F (ϕ(x), ϕ(y))), x, y ∈ [0, 1]. (1)
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If ϕ is increasing, then F ≫ G ⇔ Fϕ ≫ Gϕ . If ϕ is decreasing, then F ≫
G ⇔ Fϕ ≪ Gϕ .

Using the decreasing bijection ϕ(x) = 1−x, x ∈ [0, 1] in (1) we can consider
dominations for dual operations.

Corollary 1
We have F ≫ G ⇔ F ′ ≪ G′, where

F ′(x, y) = 1 − F (1 − x, 1 − y), x, y ∈ [0, 1].4. Domination in the 
lass of 
onjun
tions and disjun
tions
In this section we describe the class of conjunctions which dominate each

triangular conorm.

Theorem 2 ([9])
A t-seminorm C dominates the class of all t-conorms iff

C(x, y) ∈ {0, x, y} for any x, y ∈ [0, 1]. (2)

Corollary 2
If a t-seminorm C dominates every t-semiconorm then it fulfils (2).

Corollary 3
If a t-seminorm C dominates every disjunction then it fulfils (2).

In Theorem 2 one cannot replace a t-seminorm by an arbitrary conjunction.
This is illustrated by the following counterexample.

Example 3
The operation given by the formula

C(x, y) =

{

max(x, y) if (x, y) ∈ [18 , 1]2,

min(x, y) otherwise

is a commutative and associative conjunction with the neutral element 1
8 such

that C(x, y) ∈ {x, y} ⊂ {0, x, y} for any x, y ∈ [0, 1]. It does not dominate the
t-conorm SP , where SP (x, y) = x + y − xy, x, y ∈ [0, 1]. Indeed, for x = 0.3,
y = 0.4, u = 0.6, v = 0.2 we have

C(SP (x, y), SP (u, v)) = C(SP (0.3, 0.4), SP (0.6, 0.2)) = C(0.58, 0.68)

= 0.68.
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On the other hand we have

SP (C(x, u), C(y, v)) = SP (C(0.3, 0.6), C(0.4, 0.2)) = SP (0.6, 0.4)

= 0.76.

It means, that C does not dominate the t-conorm SP .

This is why we add an additional assumption concerning a conjunction.

Theorem 3
If C ≤ min is a conjunction fulfilling (2), then it dominates every t-conorm.

Proof. Let C ≤ min be a conjunction fulfilling (2), S be a t-conorm and
x, y, u, v ∈ [0, 1]. We denote

L = C(S(x, y), S(u, v)), R = S(C(x, u), C(y, v)).

If C(x, u) = C(y, v) = 0, then we get R = S(0, 0) = 0 ≤ L. If C(x, u) = 0 and
C(y, v) = min(y, v) > 0, we have

R = S(0, min(u, v)) = min(u, v) = C(y, v) ≤ L.

Similarly in the case C(y, v) = 0 and C(x, y) = min(x, y) > 0. Let C(x, y) =
min(x, y) > 0 and C(y, v) = min(y, v) > 0. At first we observe that by Re-
mark 2, L ≥ C(min(x, u), min(y, v)) ≥ C(x, u) 6= 0. So we have two possibili-
ties L = S(x, y) or L = S(u, v). In both cases we have

L ≥ S(min(x, u), min(y, v)) = R.

Thus C dominates every triangular conorm.

Simple computations show the following lemma.

Lemma 3
Let C: [0, 1]2 −→ [0, 1] be an increasing operation. Then C ≤ min and C fulfils

(2) iff

C(x, y) ∈ {0, min(x, y)} for any x, y ∈ [0, 1]. (3)

Directly from Lemma 3 and Theorem 3 we obtain the following result.

Theorem 4
If C is a conjunction fulfilling the condition (3), then it dominates every t-co-

norm.

The next example shows that there exist binary operations which fulfil
the assumptions of Theorem 4 but are not t-seminorms, so they do not fulfil
conditions used in Theorem 2.
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Example 4
By Theorem 4 the operation C: [0, 1]2 −→ [0, 1] given by formula

C(x, y) =

{

min(x, y) if x ∈ [12 , 1], y ∈ [34 , 1],

0 otherwise

dominates any t-conorm.

By duality (cf. Theorem 1, Corollary 1) we obtain analogous results for
disjunctions which are dominated by any t-norm.

Theorem 5
If D is a disjunction fulfilling the condition

D(x, y) ∈ {max(x, y), 1} for any x, y ∈ [0, 1],

then it is dominated by every t-norm.5. Chara
terization of a 
lass of 
onjun
tion dominating any t-
onorm
Conjunctions from Theorem 4 can be characterized in a way used for uni-

norms (cf. [6]).

Theorem 6
If C is a conjunction fulfilling (3), then there exists a decreasing function

gC : [0, 1] −→ [0, 1] such that

C(x, y) =











0 if y < gC(x),

min(x, y) if y > gC(x),

0 or min(x, y) if y = gC(x).

(4)

Moreover, for s ∈ [0, 1] let Bs = {x : gC(x) = s}, as = inf Bs, bs = supBs . If

as < bs , then there exists cs ∈ [as, bs] such that

C(x, s) =











0 if x < cs ,

min(x, s) if x > cs ,

0 or min(x, s) if x = cs .

(5)

Proof. Define gC(x) = supAx , where Ax = {y ∈ [0, 1] : C(x, y) = 0}. Of
course Ax is non-empty because C(x, 0) ≤ C(1, 0) = 0, so 0 ∈ Ax .

Next we prove, that gC is decreasing. First we note, that gC(0) = 1, because
C(0, 1) = 0.

Let x < y. If gC(x) = 1 then gC(x) ≥ gC(y). If gC(x) < 1 then C(x, t) =
min(x, t) for all t > gC(x). So, by the monotonicity of C we have C(y, t) ≥
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C(x, t) = min(x, t) > 0. Therefore C(y, t) = min(y, t) for all t > gC(x). It
means, that gC(y) ≤ gC(x).

Now, let s ∈ [0, 1] be such that as < bs . Let cs = sup{x : C(x, s) = 0}.
We prove that cs ∈ [as, bs]. If cs < as , then as > 0 and s < 1. Let t ∈ (cs, as).
Then by the monotonicity of the function gC and by definition of the set Bs

we obtain gC(cs) ≥ gC(t) > s and by (4), C(t, s) = 0, which leads to a
contradiction. If cs > bs then bs < 1 and s > 0. Let t ∈ (bs, cs). Then,
by the monotonicity of the function gC and by definition of the set Bs, we
obtain gC(cs) ≤ gC(t) < s and by (4), C(t, s) = min(t, s) > 0, which leads to a
contradiction. So, cs ∈ [as, bs].

Directly by the definition of the point cs and (3) we obtain (5).

0 1

1

as bs

s

q

q

cs

0

min

Figure. Structure of operation
(4), (5) and graph of gC

Theorem 7
Let g: [0, 1] −→ [0, 1] be a decreasing function. If C: [0, 1]2 −→ [0, 1] is the

operation given by (4) with gC = g and by (5) in intervals of constant values of

function g and C(1, 1) = 1, then the operation C is a conjunction fulfilling (3).

Proof. Directly by (4) we obtain (3). Moreover, C(1, 1) = 1 and C(0, 0) =
C(0, 1) = C(1, 0) = 0, because min(x, 0) = 0 for all x ∈ [0, 1].

Let x, y, z ∈ [0, 1] and x < y.
If y ≤ g(z), then x < g(z) and C(z, x) = 0 ≤ C(z, y).
If x ≥ g(z), then y > g(z) and C(z, y) = min(z, y) ≥ min(z, x) ≥ C(z, x).
Otherwise, we have C(z, y) = min(z, y) ≥ 0 = C(z, x).
Thus operation C is increasing with respect to the second variable. To prove

the monotonicity with respect to the first variable we consider a few cases.
If C(x, z) = min(x, z), then z ≥ g(x). By monotonicity of g we have

z ≥ g(y) and by (4) and (5) we have C(y, z) = min(y, z) ≥ min(x, z) = C(x, z).
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Otherwise, we have C(x, z) = 0 ≤ C(y, z). It means that the operation C

is increasing with respect to the second variable.

Corollary 4
Let g: [0, 1] −→ [0, 1] be a decreasing function. The operation C: [0, 1]2 −→ [0, 1]
given by

C(x, y) =

{

0 if y < g(x),

min(x, y) if y ≥ g(x)

is a conjunction fulfilling (3).

Remark 5
By duality (cf. Theorem 1, Corollary 1) we may obtain a similar characteriza-
tion of disjunctions which are dominated by any t-norm.Referen
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Pawe³ SolarzIterative roots of homeomorphisms possessingperiodi
 points

Abstra
t. In this paper we give necessary and sufficient conditions for the
existence of orientation-preserving iterative roots of a homeomorphism
with a nonempty set of periodic points. We also give a construction
method for these roots.1. Introdu
tion

The problem of the existence of iterative roots of a given function F , i.e., the
solution of the following equation Gm = F , where m ≥ 2 is an integer, has been
considered for nearly two hundred years (see for example [1], [10], [12], [14],
[15], [25]). There are also some results for some homeomorphisms of the unit
circle S1, e.g., homeomorphisms with an irrational rotation number (see [18],
[24]), for the identity function (see [11]) and for some other homeomorphisms
with a rational rotation number (see [16], [19], [20]). In particular, [16] relates
the existence of an iterative root of F to the existence of an iterative root of
F|PerF , where PerF := {z ∈ S1 | ∃k ∈ N F k(z) = z}. More precisely, an
orientation-preserving homeomorphism F :S1 −→ S1 such that Fn(z) = z for
z ∈ PerF , has an iterative root of orderm if and only if there exists an iterative
root ψ: PerF −→ PerF of order m of F|PerF such that

(i) ψ preserves orientation;

(ii) for any connected component
−−−−→
(u, v) of S1 \ PerF ,

−−−−−−−−−→
(ψ(u), ψ(v)) and−−−−→

(u, v) are both increasing (or both decreasing) arcs of Fn.

Recall that an arc
−−−→
(u, v) , where u, v ∈ PerF and

−−−−→
(u, v) ∩ PerF = ∅, is called

increasing (resp. decreasing) arc of Fn if there is an x ∈ −−−−→
(u, v) such that

Fn(x) ∈ −−−−→
(x, v) (resp. Fn(x) ∈ −−−−→

(u, x) ).
This paper answers the question when iterative roots of the function F|PerF

exist and generalizes results from [20]. For this purpose we apply the method

AMS (2000) Subject Classification: Primary 39B12, Secondary 26A18.



78 Pawe³ Solarz
which is used for the construction of the iterative roots of a homeomorphism
with an irrational rotation number (i.e., the method that uses a solution of
some Schröder equation, see [18]).2. Preliminaries

We begin with recalling some definitions and notations. For any u,w, z ∈ S1

there exist unique t1, t2 ∈ 〈0, 1) such that we2πit1 = z, we2πit2 = u. Define

u ≺ w ≺ z if and only if 0 < t1 < t2

(see [2]). Some properties of this relation can be found in [3], [4] and [5].
We say that a function F :A −→ S1, where A ⊂ S1, preserves orientation

if for any u,w, z ∈ A such that u ≺ w ≺ z we have F (u) ≺ F (w) ≺ F (z).
For every orientation-preserving homeomorphism F :S1 −→ S1 there exists

a unique (up to translation by an integer) homeomorphism f :R −→ R, called
the lift of F , such that F

(

e2πix
)

= e2πif(x) and f(x + 1) = f(x) + 1 for all
x ∈ R. Moreover, the limit

α(F ) := lim
n→∞

fn(x)

n
(mod 1), x ∈ R

always exists and does not depend on x and the choice of f . This number is
called the rotation number of F (see [9]). It appears that a homeomorphism
F :S1 −→ S1 preserves orientation if and only if f is a strictly increasing
function (see for example [4]). Moreover, α(F ) is a rational number if and only
if PerF 6= ∅ (see for example [9]).

Let us introduce a classification of orientation-preserving homeomorphisms.
Namely, for n ∈ N and q ∈ {0, 1 . . . , n− 1} such that gcd(q, n) = 1 denote by
Fq,n the set of all orientation-preserving homeomorphisms F of the circle with
α(F ) = q

n . From now on writing F ∈ Fq,n without any additional assumptions
on q and n, we mean that the numbers q and n are such that n ∈ N, q ∈
{0, . . . , n− 1} and gcd(q, n) = 1.

Finally, for any distinct u, z ∈ S1 put
−−−−→
(u, z) := {w ∈ S1 | u ≺ w ≺ z} (such

a set is said to be an open arc) and
−−−−→〈u, z) :=

−−−−→
(u, z) ∪ {u}.

Remark 1
If F ∈ Fq,n, then PerF = {z ∈ S1 | Fn(z) = z} and n is the minimal
number such that Fn(z) = z for z ∈ PerF . In fact, notice that α(Fn) =
nα(F ) (mod 1) = 0. Therefore Fn has a fixed point (see [9], Ch. 3, § 3). The
assertion follows from the fact that every two periodic points of an orientation-
preserving homeomorphism have the same period (see for example [17], p. 16).
Now suppose that Fm(z) = z for an m ∈ {1, . . . , n− 1} and a z ∈ PerF . Then
m q
n (mod 1) = 0. Thus n divides m, a contradiction.
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For any F ∈ Fq,n define the following set

MF := {u ∈ PerF | ∃w ∈ PerF, w 6= u :
−−−−→
(u,w) ∩ PerF = ∅}.

Such a set is F -invariant (i.e., F (MF ) = MF ). It may happen that MF = ∅ (if
PerF = S1), MF = PerF (for example, if PerF is finite) or ∅  MF  PerF
(for example, if int(PerF ) 6= ∅). Moreover, if MF 6= ∅, then S1 \ PerF 6= ∅.
Since PerF is closed, we have that S1 \PerF is a sum of pairwise disjoint open

arcs. Denote the family of these arcs by AF . For every
−−−−→
(u,w) ∈ AF , where

u,w ∈ PerF , put l
(−−−−→

(u,w)
)

:= u and observe that l maps bijectively AF onto

MF . Setting Iu := l−1(u) for u ∈ MF we have

S1 \ PerF =
⋃

u∈MF

Iu .

For the convenience of the reader we recall the relevant, slightly modified
material from [21].

Proposition 1
Let F ∈ Fq,n be such that PerF 6= S1 and let I ∈ AF . Then

−−−−−−−→
( z, Fn(z)) ⊂ I

for every z ∈ I or
−−−−−−−→
(Fn(z), z) ⊂ I for every z ∈ I.

Moreover, if
−−−−−−−→
(z, Fn(z)) ⊂ I (resp.

−−−−−−−→
(Fn(z), z) ⊂ I) for a z ∈ I, then

−−−−−−−−−→
(z1, F

n(z1)) ⊂ F (I) (resp.
−−−−−−−−−→
(Fn(z1), z1) ⊂ F (I)) for all z1 ∈ F (I).

We also recall a sketch of the proof. Assume z ∈ I ∈ AF . Then Fn(z) ∈ I

and z 6= Fn(z). Therefore
−−−−−−−→
(z, Fn(z)) ⊂ I or

−−−−−−−→
(Fn(z), z) ⊂ I. Suppose that

−−−−−−−→
(z, Fn(z)) ⊂ I. Since F preserves orientation we have

−−−−−−−−−−−−−−−→
(F ln(z), Fn(l+1)(z)) ⊂ I for all l ∈ Z.

Moreover,
⋃

l∈Z

−−−−−−−−−−−−−−−→
〈F ln(z), F (l+1)n(z)) = I. Now fix u ∈ I. We may assume

u 6= F ln(z) for l ∈ Z. Then u ∈
−−−−−−−−−−−−−−−→
(Fnj(z), Fn(j+1)(z)) for some j ∈ Z.

Hence Fn(u) ∈
−−−−−−−−−−−−−−−−−−−→
(Fn(j+1)(z), Fn(j+2)(z)) , as F preserves orientation. This

gives
−−−−−−−−→
(u, Fn(u)) ⊂ I.

For the second assertion suppose that
−−−−−−−→
(z, Fn(z)) ⊂ I for an z ∈ I. Let

z1 ∈ F (I) be fixed. Then there exists a z0 ∈ I such that F (z0) = z1 and
−−−−−−−−−→
(z0, F

n(z0)) ⊂ I. Hence
−−−−−−−−−→
(z1, F

n(z1)) = F
(−−−−−−−−−→

(z0, F
n(z0))

)

⊂ F (I). This

ends the sketch of the proof.

Now we present some results concerning the Schröder equation

ψ ◦ F = sψ, (1)
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where s ∈ S1 and F :S1 −→ S1 is an orientation-preserving homeomorphism
with a rational rotation number. It is a known fact (see for example [9], [17]
or [22]) that if F is a homeomorphism with an irrational rotation number
and s = e2πiα(F ), then (1) has a continuous solution ψ:S1 −→ S1. If F is a
homeomorphism with a rational rotation number and such that card(PerF ) ≤
ℵ0, then the only continuous solutions of (1) are constant functions. Of course,
in this case s = 1 (see Theorem 4.1 in [7]). On the other hand, it follows from
Theorem 4.2 in [7] that, if F is an orientation-preserving homeomorphism such
that PerF = S1 and F 6= idS1 , then there exists a constant s 6= 1 for which
(1) has a homeomorphic and orientation-preserving solution ψ:S1 −→ S1. The
following theorem generalizes the results from Theorem 4.2 in [7].

Theorem 1
Let n > 1 and F ∈ Fq,n . There exists an orientation-preserving continuous

mapping ψ: PerF −→ S1 such that

ψ(F (z)) = e2πiα(F )ψ(z), z ∈ PerF. (2)

The solution of (2) depends on an arbitrary function.

The proof of the above theorem is based on Theorem 4.2 from [7] and the
following observation.

Lemma 1
For any F ∈ Fq,n , where n > 1, with PerF 6= S1 there exist infinitely many

homeomorphisms F̂ ∈ Fq,n such that Per F̂ = S1 and F̂ (z) = F (z) for z ∈
PerF .

Proof. Fix F ∈ Fq,n such that PerF 6= S1. Define the equivalence relation
on MF :

p ∼ q ⇐⇒ ∃k ∈ Z p = F k(q).

By E∼ denote the set of class representatives. In other words, we decompose
MF onto cycles of F . Let φp,k: IFk(p) −→ IFk+1(p) for all p ∈ E∼ and k ∈
{0, . . . , n− 2} be arbitrary orientation-preserving homeomorphisms. Put

φp,n−1(z) := φ−1
p,0 ◦ φ−1

p,1 ◦ . . . ◦ φ−1
p,n−2(z), z ∈ IFn−1(p) . (3)

It is easy to see that φp,n−1: IFn−1(p) −→ Ip for p ∈ E∼ are orientation-
preserving homeomorphisms. Let z ∈ S1 \PerF . There exist a unique p ∈ E∼

and k ∈ {0, . . . , n− 1} such that z ∈ IFk(p) . Set

φ(z) := φp,k(z).
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and observe that φ maps S1 \ PerF onto S1 \ PerF and

φn(z) =

{

φp,n−1 ◦ . . . ◦ φp,0(z), k = 0,

φp,k−1 ◦ . . . ◦ φp,0 ◦ φp,n−1 ◦ . . . ◦ φp,k(z), k 6= 0.

This and (3) give φn(z) = z for z ∈ S1 \ PerF .
Now we show that φ preserves orientation. To do this, observe that for

every z ∈ Ip , where p ∈ MF , we have φ(z) ∈ IF (p). Fix u,w, z ∈ S1 \ PerF
such that u ≺ w ≺ z. Notice that if {u,w, z} ⊂ Ip for a p ∈ MF , then the
definition of φ gives φ(u) ≺ φ(w) ≺ φ(z). Now assume that there exist distinct
p, q ∈ MF such that exactly one element from the set {u,w, z} belongs to Ip
and the rest of them belong to Iq . In view of Lemma 2 in [4], it is sufficient to

consider only the case:
−−−−→
(z, u) ⊂ Ip and w ∈ Iq. Hence

−−−−−−−−−→
(φ(z), φ(u)) ⊂ IF (p)

and φ(w) ∈ IF (q). Since IF (q)∩IF (p) = ∅, we have φ(u) ≺ φ(w) ≺ φ(z). Finally,
let card(MF ) ≥ 3 and let u ∈ Ip, w ∈ Iq and z ∈ It , where p, q, t ∈ MF are
such that p 6= q 6= t 6= p. The arcs Ip , Iq and It are pairwise disjoint, so we
have p ≺ q ≺ t. Hence F (p) ≺ F (q) ≺ F (t). On the other hand, φ(u) ∈ IF (p),
φ(w) ∈ IF (q) and φ(z) ∈ IF (t). Thus φ(u) ≺ φ(w) ≺ φ(z), as IF (p), IF (q) and
IF (t) are pairwise disjoint arcs.

Define the function F̂ :S1 −→ S1 as follows:

F̂ (z) :=

{

F (z), z ∈ PerF,

φ(z), z ∈ S1 \ PerF.

Clearly, F̂ is a surjection. To show that F̂ is an orientation-preserving home-
omorphism it is sufficient to prove that it preserves orientation. Similarly as
above fix u,w, z ∈ S1 such that u ≺ w ≺ z. By virtue of Lemma 2 in [4] it is
enough to consider three cases:

(i) card(PerF ) ≥ 3 and u,w, z ∈ PerF or u,w, z ∈ S1 \ PerF (this one is
clear).

(ii) u, z ∈ PerF and w ∈ S1 \ PerF . There exists a p ∈ MF ∩ −−−−→〈u, z) such

that w ∈ Ip and F̂ (w) = φ(w) ∈ IF (p). Thus F (p) ∈ −−−−−−−−−→〈F (u), F (z)) .

Consequently, IF (p) ⊂ −−−−−−−−−→
(F (u), F (z)) . Finally, F̂ (u) ≺ F̂ (w) ≺ F̂ (z), as

F̂|PerF = F .

(iii) u, z ∈ S1\PerF and w ∈ PerF . In this case it may happen that u, z ∈ Ip
for a p ∈ MF or u ∈ Ip and z ∈ Iq for some p, q ∈ MF , p 6= q. Suppose

that u, z ∈ Ip for a p ∈ MF . Then
−−−−→
(z, u) ⊂ Ip and w /∈ Ip . Hence

−−−−−−−−−→
(F̂ (z), F̂ (u)) =

−−−−−−−−−→
(φ(z), φ(u)) ⊂ IF (p) and F̂ (w) = F (w) /∈ IF (p). Thus

F̂ (u) ≺ F̂ (w) ≺ F̂ (z). Now suppose that u ∈ Ip and z ∈ Iq for some
p, q ∈ MF , p 6= q. Then p ≺ u ≺ w and w ≺ z ≺ p. A similar reasoning to
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this in (ii) yields F̂ (p) ≺ F̂ (u) ≺ F̂ (w) and F̂ (w) ≺ F̂ (z) ≺ F̂ (p). Hence,
by Lemma 1 in [3], we obtain F̂ (u) ≺ F̂ (w) ≺ F̂ (z).

Finally, notice that F̂|O(z) = F|O(z), where O(z) := {z, F (z), . . . , Fn−1(z)}
for z ∈ PerF . Thus α(F ) = α(F̂ ). Consequently, F̂ ∈ Fq,n , and the proof is
completed.

Now we give the proof of Theorem 1. To do this fix F ∈ Fq,n , where n > 1.
Notice that if PerF = S1, then, in view of Theorem 4.2 in [7], there exist an
orientation-preserving homeomorphism (depending on an arbitrary function)
ψ:S1 −→ S1 and a q′ ∈ {1, . . . , n− 1} with gcd(q′, n) = 1 such that

ψ(F (z)) = e2πi q
′

n ψ(z), z ∈ S1.

The equality α(F ) = q′

n follows from the fact that the homeomorphism ψ

conjugates F and the rotationR(z) = e2πi q
′

n z and ψ is an orientation-preserving
homeomorphism (see Theorem 1 in [8]). Henceforth assume that PerF 6= S1.
Let F̂ be an orientation-preserving homeomorphism, which exists by Lemma 1,
and let ψ̂:S1 −→ S1 be an orientation-preserving homeomorphic solution of

ψ̂(F̂ (z)) = e2πiα(F )ψ̂(z), z ∈ S1.

Put ψ := ψ̂|PerF . Observe that ψ: PerF −→ S1 is the desired solution of (2).

Definition 1
Given F ∈ Fq,n put

M+
F :=

{

p ∈ MF | −−−−−−−→(z, Fn(z)) ⊂ Ip for z ∈ Ip

}

and

M−
F :=

{

p ∈ MF | −−−−−−−→(Fn(z), z) ⊂ Ip for z ∈ Ip

}

.

Notice that M+
F ∩M−

F = ∅. Indeed, if p ∈ M+
F ∩M−

F , then for any z ∈ Ip

we would have
−−−−−−−→
(Fn(z), z) ⊂ Ip and

−−−−−−−→
(z, Fn(z)) ⊂ Ip . Hence S1 = Ip , a

contradiction.

Remark 2
From Proposition 1 we get M+

F ∪ M−
F = MF and F (M+

F ) ⊂ M+
F . This

inclusion and the fact that M+
F ⊂ PerF yield

M+
F = Fn−1(F (M+

F )) ⊂ F (M+
F ).

Thus for any F ∈ Fq,n , we have M+
F ∪M−

F = MF and F (M+
F ) = M+

F .

Since for all F ∈ Fq,n the sets PerF , MF , M+
F and M−

F are invariant sets
of F we have the following result.



Iterative roots of homeomorphisms possessing periodi
 points 83
Remark 3
Let F ∈ Fq,n , n > 1, ψ: PerF −→ S1 be an orientation-preserving continuous

solution of (2) and let X ∈ {PerF,MF ,M+
F ,M−

F }. Then

ψ(X) = e2πiα(F )ψ(X).3. Main results
Here we give necessary and sufficient conditions for the existence of orienta-

tion-preserving continuous iterative roots of order m > 2 of a mapping F ∈
Fq,n . Throughout this section we will assume that n > 1. We begin with the
following observation.

Lemma 2
Let m ≥ 2 be an integer and let F ∈ Fq,n . Suppose that the equation

Gm(z) = F (z), z ∈ S1 (4)

has an orientation-preserving continuous solution. Then there are an orienta-

tion-preserving continuous solution of (2) and a j ∈ {0, . . . ,m− 1} such that

e2πiα(F )+j

m ψ(X) = ψ(X), (5)

where X ∈ {PerF,MF ,M+
F ,M−

F }.

Proof. Since G satisfies (4), we have α(F ) = mα(G) (mod 1). This yields
α(F )+j
m = α(G) for a j ∈ {0, . . . ,m− 1}. Theorem 1 implies the existence of an

orientation-preserving continuous solution of the following equation

ψ(G(z)) = e2πiα(F )+j

m ψ(z), z ∈ PerG. (6)

Thus

ψ(Gm(z)) = ψ(F (z)) = e2πiα(F )ψ(z), z ∈ PerG.

Hence and from the fact that PerF = PerG implies MF = MG , we get that
ψ is a solution of (2) satisfying (5) for X ∈ {PerF,MF }. Moreover, α(G) =
α(F )+j
m = q′

nl , where q′ := q+jn
gcd(q+jn,m) , l := m

gcd(q+jn,m) and gcd(q′, nl) = 1, so

G ∈ Fq′nl . Hence, if PerF 6= S1, then p ∈ M+
G gives

−−−−−−−−→
(z,Gnl(z)) ⊂ Ip for

every z ∈ Ip . Since

Gkln(z) ∈ Ip and
−−−−−−−−−−−−−−−−−→
(Gkln(z), G(k+1)nl(z)) ⊂ Ip for k ∈ Z,

we have
−−−−−−−−−→
(z,Gnm(z)) ⊂ Ip . Consequently, p ∈ M+

F . Whence M+
G ⊂ M+

F .
Similarly, M−

G ⊂ M−
F , so MF \ M−

F = M+
F ⊂ M+

G = MG \ M−
G . Finally,

M+
F = M+

G and M−
F = M−

G . In view of the above facts and Remark 3 equality
(5) holds for X ∈ {PerF,MF ,M+

F ,M−
F }.
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Corollary 1
Let F ∈ Fq,n . If G:S1 −→ S1 is an orientation-preserving homeomorphism

satisfying (4) for an integer m ≥ 2, then MF = MG , M+
F = M+

G and M−
F =

M−
G .

Now suppose that F ∈ Fq,n is such that PerF 6= S1, m > 1 is an integer
and ψ: PerF −→ S1 is an orientation-preserving continuous solution of (2)
satisfying (5) for X = PerF and a j ∈ {0, . . . ,m−1}. This fact yields equality
(5) for X = MF . Indeed, put

hψ(z) := ψ−1
(

e2πi
α(F )+j

m ψ(z)
)

, z ∈ PerF. (7)

It is easy to see that hψ: PerF −→ PerF is an orientation-preserving home-
omorphism. Notice that z ∈ PerF \ MF 6= ∅ if and only if there exist a

w ∈ PerF \ {z} and zn ∈ −−−−→
(z, w) ∩ PerF for n ∈ N such that zn → z as

n → ∞. This is equivalent to h−1
ψ (zn) → h−1

ψ (z) as n → ∞ and h−1
ψ (zn) ∈

−−−−−−−−−−−−−→
(h−1
ψ (z), h−1

ψ (w)) ∩ PerF , which gives h−1
ψ (z) ∈ PerF \ MF or equivalently

z ∈ hψ(PerF \MF ). Hence hψ(MF ) = MF .
However, (5) with X = PerF does not imply (5) for X ∈ {M+

F ,M−
F }.

An example of a function F ∈ F1,2 such that PerF = MF = {1, i,−1,−i},
M+

F = {1,−1} may be given. Put ψ(z) = z for z ∈ PerF . Then ψ is a
solution of (2) satisfying (5) for m = 2, j = 0 and X ∈ {PerF,MF }, but

e2πi 1
4M+

F 6= M+
F . Therefore assume subsidiarily that (5) holds for X = M+

F

and introduce the equivalence relation ρ on MF :

(p, q) ∈ ρ ⇐⇒ ∃k ∈ Z q = Hk
ψ(p), p, q ∈ MF , (8)

where Hψ := hψ |MF
and hψ is given by (7). Let Wρ be the set of class repre-

sentatives of ρ.
Notice that (5) with X = M+

F yields [p]ρ ⊂ M+
F or [p]ρ ⊂ M−

F for all
p ∈Wρ .

Definition 2
Let F ∈ Fq,n be such that PerF 6= S1, m > 1 be an integer, ψ: PerF −→
S1 be an orientation-preserving continuous solution of (2) satisfying (5) for
X ∈ {PerF,M+

F } and a j ∈ {0, . . . ,m − 1} and let Wρ be the set of class
representatives of the relation ρ given by (8). Put

m′ := gcd(q + jn,m), l :=
m

m′
and n′ := nl. (9)

Let (zp,k)k∈Z for p ∈ Wρ be sequences such that the points zp,dn′+r ∈ IHr
ψ

(p)

for r ∈ {0, . . . , l− 1} and d ∈ {0, . . . ,m′ − 1} are arbitrary fixed and such that

Hr
ψ(p) ≺ zp,r ≺ zp,n′+r ≺ . . . ≺ zp,(m′−1)n′+r ≺ Fn(zp,r), if p ∈ M+

F

or

Hr
ψ(p) ≺ Fn(zp,r) ≺ zp,(m′−1)n′+r ≺ . . . ≺ zp,n′+r ≺ zp,r, if p ∈ M−

F

(10)
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and the remaining points are given by

zp,k+m := F (zp,k), k ∈ Z, p ∈Wρ . (11)

Now we show that the above sequences are well defined and we prove some
of their properties.

Lemma 3
Under assumptions of Definition 2, for all i ∈ Z and p ∈Wρ there exist unique

s ∈ {0, . . . ,m′−1}, r′ ∈ {0, . . . , l−1} and k ∈ Z such that zp,i = F k(zp,sn′+r′).
Moreover,

{zp,dn′+r}d∈Z ⊂ IHr
ψ

(p), p ∈ Wρ , r ∈ {0, . . . , n′ − 1}, (12)

and for any p ∈Wρ , [p]ρ ⊂ M+
F (resp. [p]ρ ⊂ M−

F ) if and only if

zp,an′+r ≺ zp,bn′+r ≺ zp,cn′+r (resp. zp,cn′+r ≺ zp,bn′+r ≺ zp,an′+r) (13)

for any r ∈ {0, . . . , n′ − 1} and all a, b, c ∈ Z such that a < b < c.

Proof. Fix p ∈ Wρ and i ∈ Z. Write i = dn′ + r, where d ∈ Z and
r ∈ {0, . . . , n′ − 1}. If d ∈ {0, . . . ,m′ − 1} and r ∈ {0, . . . , l − 1}, then by
Definition 2, s = d, r′ = r, k = 0 and obviously zp,dn′+r ∈ IHr

ψ
(p) .

Suppose that d ∈ Z \ {0, . . . ,m′ − 1} and r ∈ {0, . . . , l − 1}. Put t =
[

d
m′

]

([x] denotes the integer part of x), k = tn, s = d− tm′ and r′ = r. Notice that
d = tm′ + s, s ∈ {0, . . . ,m′ − 1} and by (11),

F tn(zp,sn′+r) = zp,sn′+r+mtn = zp,(tm′+s)n′+r = zp,dn′+r . (14)

Since F tn(Iu) = Iu for u ∈ MF and zp,sn′+r ∈ IHr
ψ

(p) , by (14) we have

zp,dn′+r ∈ IHr
ψ

(p) .

Finally assume that d ∈ Z and r ∈ {l, . . . , n′ − 1}. As gcd(q, n) = 1 and
m′ = gcd(q + jn,m) we have gcd(m′, n) = 1. Hence there exists a unique
b ∈ {1, . . . , n− 1} such that m′b = 1 (mod n). Set ar :=

[

r
l

]

, r′ = r − arl and
kr := arb (mod n). Thus m′kr = ar (mod n) which, in view of the fact that
r = arl + r′, gives mkr + r′ = r(mod n′) and, in consequence,

mkr + r′ = xn′ + r for some x ∈ Z. (15)

This time put tr :=
[

d−x
m′

]

, k = kr + trn and s = d− x− trm
′. Then

F kr+trn(zp,sn′+r′) = z
p,
(

d−krm+r′−r

n′

)

n′+r′+krm
= zp,dn′+r .

Since r′ ∈ {0, . . . , l − 1} and d − x ∈ Z, we obtain zp,(d−x)n′+r′ ∈ IHr′
ψ

(p) . To
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prove zp,dn′+r ∈ IHr

ψ
(p) it is enough to show that F kr (Hr′

ψ (p)) = Hr
ψ(p). Notice

that from (7),

Hm
ψ (z) = ψ−1(e2πi q

nψ(z)) = F (z), z ∈ MF .

This, (15) and the fact that Hxn′

ψ (p) = p yield

F kr
(

Hr′

ψ (p)
)

= Hmkr+r
′

ψ (p) = Hxn′+r
ψ (p) = Hr

ψ(p).

The proof of the remaining part of the lemma runs in the same way as the
proof of the second assertion of Lemma 7 in [20] (it is enough to take Hr

ψ(p),
r1 , and kr instead of aRNF (i+rk′q′) , Rl(r) and pr, respectively).

Let (zp,k)k∈Z , where p ∈Wρ , be the family of sequences given by (10) and
(11). Define the following families of arcs:

Lp,k :=

{−−−−−−−−−−→〈zp,k, zp,k+n′) , p ∈ M+
F ,

−−−−−−−−−−→〈zp,k+n′ , zp,k) , p ∈ M−
F

for k ∈ Z, p ∈Wρ . (16)

From Lemma 3 it follows that

F (Lp,k) = Lp,k+m, k ∈ Z, p ∈Wρ .

Lemma 4
Under assumptions of Definition 2 if for any p ∈ Wρ the sequences (zp,k)k∈Z

are given by (10) and (11) and {Lp,k}k∈Z are the families of arcs defined by

(16), then
⋃

d∈Z

Lp,dn′+r = IHr
ψ

(p) , r ∈ {0, . . . , n′ − 1}. (17)

Proof. Fix r ∈ {0, . . . , n′ − 1} and suppose that p ∈Wρ ∩M+
F . From (13)

we have zp,dn′+r ∈ −−−−−−−−−−−−−−−−−−−−→〈zp,(d−1)n′+r, zp,(d+1)n′+r) for d ∈ Z. Hence by (12) and
(16),

Lp,dn′+r ⊂
−−−−−−−−−−−−−−−−−−−−→〈zp,(d−1)n′+r, zp,(d+1)n′+r) ⊂ IHr

ψ
(p) , d ∈ Z.

Thus
⋃

d∈Z

Lp,dn′+r ⊂ IHr
ψ

(p) .

To prove the converse inclusion fix z ∈ IHr
ψ

(p) . By Lemma 4 in [21] (see

also Remark 3 in [20]) we have

IHr
ψ

(p) =
⋃

k∈Z

−−−−−−−−−−−−−−−−−−−−→
〈F kn(zp,r), F

(k+1)n(zp,r)) .
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Hence z ∈

−−−−−−−−−−−−−−−−−−−−−→
〈F k0n(zp,r), F (k0+1)n(zp,r)) for a k0 ∈ Z. On the other hand, by

(11) and (13),

−−−−−−−−−−−−−−−−−−−−−→
〈F k0n(zp,r), F

(k0+1)n(zp,r)) =
−−−−−−−−−−−−−−−−−−−−→〈zp,k0nm+r, zp,(k0+1)nm+r)

=

m′

⋃

s=0

Lp,k0nm+sn′+r

⊂
⋃

k∈Z

Lp,kn′+r .

This ends the proof.

Theorem 2
Let F ∈ Fq,n be such that PerF 6= S1, m ≥ 2 be an integer and let ψ: PerF −→
S1 be an orientation-preserving continuous solution of (2) satisfying (5) for

X ∈ {PerF,M+
F } and a j ∈ {0, . . . ,m− 1}. Suppose that Wρ is the selector of

ρ given by (8), (zp,k)k∈Z for p ∈ Wρ are the families of sequences given by (10)
and (11) and {Lp,k}k∈Z

for p ∈ Wρ are the families of arcs defined by (16). If

Gp,k:Lp,k −→ Lp,k+1 for k ∈ {0, 1, . . . ,m − 2} and p ∈ Wρ are orientation-

preserving surjections, then there exists a unique orientation-preserving home-

omorphism G : S1 −→ S1 satisfying (4) and such that

G|Lp,k = Gp,k for p ∈Wρ and k ∈ {0, 1, . . . ,m− 2}.

Moreover, α(G) = q+jn
nm .

Proof. Some parts of the proof of this theorem are similar to the proof
of Theorem 5 from [20]. Here we give only the sketch of these parts. For
the details we refer the reader to [20]. Fix p ∈ Wρ and orientation-preserving
surjections Gp,k:Lp,k −→ Lp,k+1 for k ∈ {0, 1, . . . ,m− 2}. Put

Gp,m−1 := F ◦G−1
p,0 ◦G−1

p,1 ◦ . . . ◦G−1
p,m−2 . (18)

For the remaining integers k there exist unique d ∈ Z \ {0} and an r ∈
{0, 1, . . . ,m− 1} such that k = md+ r. For such k’s define

Gp,k = Gp,md+r := F d ◦Gp,r ◦ F−d
|Lp,k

. (19)

It might be shown that Gp,k (Lp,k) = Lp,k+1 for k ∈ Z and Gp,k:Lp,k −→
Lp,k+1 for k ∈ Z are orientation-preserving surjections.

Now fix z ∈ S1 \ PerF . There exist a p ∈ Wρ and an r ∈ {0, . . . , n′ − 1},
where n′ is determined by (9), such that z ∈ IHr

ψ
(p) . By (17), z ∈ Lp,dn′+r

for some d ∈ Z. Notice that such a d is unique. Indeed, the assumption
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Lp,cn′+r ∩ Lp,dn′+r 6= ∅ for some c, d ∈ Z, c 6= d, contradicts (13). Define a

function ˜G:S1 \ PerF −→ S1 \ PerF as follows:

˜G(z) := Gp,dn′+r(z), z ∈ Lp,dn′+r , p ∈Wρ , d ∈ Z, r ∈ {0, . . . , n′ − 1}. (20)

Notice that for every u ∈ MF there exist unique p ∈ Wρ and r ∈ {0, . . . , n′−1}
such that u = Hr

ψ(p). Therefore by (20), (17) and the properties of Gp,k we
have

˜G(Iu) = ˜G
(

IHr
ψ

(p)

)

= ˜G

(

⋃

d∈Z

Lp,dn′+r

)

=
⋃

d∈Z

Lp,dn′+r+1 = IHr+1

ψ
(p)

= IHψ(u)

(if r + 1 = n′ we use the equality Hn′

ψ (p) = p).

It is easy to see that ˜G:S1 \ PerF −→ S1 \ PerF is a surjection. By

induction it can be proved that ˜G satisfies

˜Gm(z) = F (z), z ∈ S1 \ PerF. (21)

Moreover, using the same method as in the proof of Theorem 5 in [20] (the proof

of 1o) it can be shown that ˜G preserves orientation on every Ip for p ∈ MF .
We are now in a position to define the solution of (4). Namely, put

G(z) =

{

˜G(z), z ∈ S1 \ PerF,

hψ(z), z ∈ PerF,
(22)

where hψ is defined by (7). It is easy to see that G maps S1 onto itself.

Furthermore, setting F = hψ and φ = ˜G and repeating the same argument as

in the proof of Lemma 1 (i.e., the proof of the fact that F̂ preserves orientation)
one can obtain that G preserves orientation. Since S1 is a closed set, it follows
that G is an orientation-preserving homeomorphism. Moreover, (7) and (21)
imply that G satisfies (4).

It remains to show that α(G) = q+jn
nm . From Lemma 1 there exists an

orientation-preserving homeomorphism Ĝ such that α(Ĝ) = α(G), Ĝ(z) = G(z)
for z ∈ PerF = PerG and Per Ĝ = S1. From Theorem 4.2 in [7] it follows that

Ĝ is conjugated to a rotation. On the other hand, by (22), Ĝ(z) = hψ(z) for

z ∈ PerF . By (7) we get that Ĝ is conjugated to R(z) = e2πi q+jn
mn z, z ∈ S1.

Hence α(Ĝ) = q+jn
mn (see Theorem 1 in [8]), and the assertion follows.

Remark 4
Suppose that F ∈ Fq,n is such that PerF 6= S1. Then every continuous and

orientation-preserving solution G of (4) with α(G) = α(F )+jn
mn , where j ∈
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{0, . . . ,m − 1}, may be obtained by the method described in the proof of
Theorem 2. Indeed, suppose that G:S1 −→ S1 is a solution of (4) for an inte-

ger m ≥ 2. Then α(G) = α(F )+jn
mn for a j ∈ {0, . . . ,m − 1}. Furthermore, by

(4), PerF = PerG, AF = AG and, by Corollary 1, MF = MG , M+
F = M+

G

and M−
F = M−

G . Lemma 2 implies that there exists an orientation-preserving
continuous mapping ψ: PerF −→ S1 satisfying (6). Put hψ := G|PerG and
Hψ := G|MG

. By (6), hψ satisfies (7) and Hψ = hψ |MG
. Notice that

G(Ip) = IG(p) = IHψ(p) , p ∈ MG . (23)

Let ρ be the relation on MG = MF given by (8) and let Wρ be its selector.
Fix p ∈Wρ , zp,0 ∈ Ip and put

zp,k := Gk(zp,0), k ∈ Z \ {0}. (24)

Obviously, (zp,k)k∈Z satisfies (11). Moreover, (23) and the fact that Hn′

=
idMF

, where n′ is given in (9), yield

zp,dn′+r = Gdn
′+r(zp,0) ∈ I

Hdn
′+r

ψ
(p)

= IHr
ψ

(p),

d ∈ Z, r ∈ {0, . . . , n′ − 1}.
(25)

By Definition 1, since n′ is the minimal number such that Gn
′

(z) = z for

z ∈ PerG and M+
F = M+

G , we have
−−−−−−−−→〈zp,0, zp,n′) ⊂ Ip , if p ∈ M+

G and
−−−−−−−−→〈zp,n′ , zp,0) ⊂ Ip , if p ∈ M−

G . Hence in view of (24), (25) and the fact
that G preserves orientation we get

−−−−−−−−−−−−−−−−−→〈zp,(d+1)n′+r, zp,dn′+r) ⊂ IHr
ψ

(p) , (resp.
−−−−−−−−−−−−−−−−−→〈zp,dn′+r, zp,(d+1)n′+r) ⊂ IHr

ψ
(p))

for d ∈ Z, r ∈ {0, . . . , n′ − 1} and p ∈ M+
G (resp. p ∈ M−

G). Consequently,

Hr
ψ(p) ≺ zp,r ≺ zp,n′+r ≺ . . . ≺ zp,(m′−1)n′+r ≺ Gm

′n′

(zp,r) = Fn(zp,r)

(resp. Hr
ψ(p) ≺ Fn(zp,r) = Gm

′n′

(zp,r) ≺ zp,(m′−1)n′+r ≺ . . . ≺ zp,n′+r ≺ zp,r).

Let {Lp,k}k∈Z be defined by (16). Notice that

G(Lp,k) = Lp,k+1 , k ∈ Z. (26)

Now put

Gp,k := G|Lp,k , p ∈Wρ , k ∈ Z. (27)

From (4), (26) and (27) we have

F|Lp,0 = Gp,m−1 ◦Gp,m−2 ◦ . . . ◦Gp,1 ◦Gp,0 , p ∈Wρ ,

thus (18) holds. Furthermore, (4) implies G◦F = F ◦G. Thus G◦F k = F k ◦G
for any k ∈ Z. From this, (26) and (27) we get (19).
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Theorem 2 and Remark 4 solve the problem of the existence of iterative

roots of homeomorphisms having the set of periodic points different from the
whole circle. Notice that if F ∈ Fq,n is such that PerF = S1, then taking
G := hψ , where hψ is defined by (7), we get Gm = F . To sum up, we have
obtained the following result.

Theorem 3
Let m ≥ 2 be an integer and let F ∈ Fq,n . Equation (4) has orientation-

preserving and continuous solution if and only if an orientation-preserving con-

tinuous solution ψ: PerF −→ S1 of (2) satisfies (5) for X ∈ {PerF,M+
F } and

for a j ∈ {0, . . . ,m − 1}. Moreover, if PerF 6= S1, then for all ψ and j

satisfying (5) for X ∈ {PerF,M+
F } there exist infinitely many solutions of (4).

The following remark results from the above theorem. It answers the ques-
tion of the existence of the iterative roots of the mapping F|PerF , where
F :S1 −→ S1 is an orientation-preserving homeomorphism having periodic
points.

Remark 5
Let m ≥ 2 be an integer and let F ∈ Fq,n . The mapping F|PerF : PerF −→
PerF has continuous and orientation-preserving iterative roots of order m if
and only if some orientation-preserving continuous solution ψ: PerF −→ S1 of
(2) satisfies

e2πiα(F )+j

m ψ(PerF ) = ψ(PerF )

for some j ∈ {0, . . . ,m− 1}.

We conclude with an observation concerning homeomorphisms with a finite
and non-empty set of periodic points.

Theorem 4
Suppose that F ∈ Fq,n is such that 1 < card (PerF ) =: NF < ∞ and m ≥ 2
is an integer. Let moreover ψ1 and ψ2 be orientation-preserving continuous

solutions of (2) satisfying (5) for X ∈ {PerF,M+
F } and a j ∈ {0, . . . ,m − 1}

and let hψ1
, hψ2

: PerF −→ PerF be defined by (7). Then hψ1
(z) = hψ2

(z) for

z ∈ PerF .

In the proof of Theorem 4 we will use the following proposition, which is a
slightly modified Theorem 3 from [21] (see also Theorem 2 in [20]).

Proposition 2
Suppose that F :S1 −→ S1 is an orientation-preserving homeomorphism such

that 1 < card (PerF ) =: NF <∞. Let z0 ∈ PerF be an arbitrary element and

let z1, . . . , zNF−1 ∈ PerF satisfy the following condition:

Arg
zp

z0
< Arg

zp+1

z0
, p ∈ {0, . . . , NF − 2}.
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Then α(F ) = q

n , where 0 ≤ q < n and gcd(q, n) = 1, if and only if

F (zp) = z(p+kF q) (mod NF ), p ∈ {0, . . . , NF − 1},

where kF := NF
n .

Proof of Theorem 4. In view of Theorem 2 there exist orientation-preser-
ving homeomorphisms G1 and G2 such that PerGi = PerF , Gmi = F and

α(Gi) = q+jn
mn = q′

n′
for i ∈ {1, 2}, where q′ := q+jn

m′
and m′, n′ are given in (9).

Moreover, Gi(z) = hψi(z) for z ∈ PerF and i ∈ {1, 2}. Let z0, . . . , zNF−1 ∈
PerF be defined as in Proposition 2 and let K := NF

n′
= kG1

= kG2
. By

Proposition 2 we have

hψ1
(zp) = G1(zp) = z(p+Kq′) (mod NF ) = G2(zp)

= hψ2
(zp)

for every p ∈ {0, . . . , NF − 1}. Thus the assertion follows.

The property described in Theorem 4 does not have to occur for homeo-
morphisms with infinitely many periodic points. For example, let F (z) = eπiz

for z ∈ S1 and let m = 2. Then F ∈ F1,2 , M+
F = ∅ and PerF = S1. Put

ψ1(z) = z for z ∈ S1 and ψ2(e
2πix) = e2πid(x) for x ∈ 〈0, 1), where

d(x) =

{

−2x2 + 2x, x ∈ 〈0, 1
2 ),

−2
(

x− 1
2

)2
+ 2

(

x− 1
2

)

+ 1
2 , x ∈ 〈1

2 , 1).

Notice that ψ1 and ψ2 satisfy (2) and (5) for X ∈ {PerF,M+
F } and j = 0, but

hψ1
6= hψ2
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tional 
al
ulus and diffusive stressAbstra
t. The main ideas of fractional calculus are recalled. A quasi-static

uncoupled theory of diffusive stresses based on the anomalous diffusion
equation with fractional derivatives is formulated.

It is well known that integrating by parts n− 1 times the calculation of the
n-fold primitive of a function f(t) can be reduced to the calculation of a single
integral of the convolution type

Inf(t) =
1

(n − 1)!

t
∫

0

(t − τ)n−1f(τ) dτ, (1)

where n is a positive integer.
The Laplace transform rule for an integral (1) can be found in every text-

book on this subject

L{Inf(t)} =
1

sn
L{f(t)},

where s is the transform variable.
The Riemann–Liouville fractional integral is introduced as a natural gener-

alization of the convolution type form (1):

Iαf(t) =
1

Γ(α)

t
∫

0

(t − τ)α−1f(τ) dτ, α > 0,

where Γ(α) is the gamma function. The Laplace transform rule for the frac-
tional integral reads

L{Iαf(t)} =
1

sα
L{f(t)}.

The Riemann–Liouville derivative of the fractional order α is defined as
left-inverse to the fractional integral Iα [15, 6]

AMS (2000) Subject Classification: 26A33.



96 Jurij Povstenko
Dα

RLf(t) = DnIn−αf(t)

=























dn

dtn

[

1

Γ(n − α)

t
∫

0

(t − τ)n−α−1f(τ) dτ

]

, n − 1 < α < n,

dn

dtn
f(t), α = n

and for its Laplace transform it requires the knowledge of the initial values of
the fractional integral In−αf(t) and its derivatives of the order k = 1, 2, . . . ,

n − 1:

L{Dα
RLf(t)} = sαL{f(t)} −

n−1
∑

k=0

DkIn−αf(0+)sn−1−k, n − 1 < α < n.

An alternative definition of the fractional derivative was proposed by Ca-
puto [2, 3]:

Dα
Cf(t) = In−αDnf(t) =

=























1

Γ(n − α)

t
∫

0

(t − τ)n−α−1 dnf(τ)

dτn
dτ, n − 1 < α < n,

dn

dtn
f(t), α = n.

For its Laplace transform rule the Caputo fractional derivative requires the
knowledge of the initial values of the function f(t) and its integer derivatives
of order k = 1, 2, . . . , n − 1:

L{Dα
Cf(t)} = sαL{f(t)} −

n−1
∑

k=0

Dkf(0+)sα−1−k, n − 1 < α < n.

The Caputo fractional derivative is a regularization in the time origin for
the Riemann–Liouville fractional derivative by incorporating the relevant initial
conditions [5]. In this paper we shall use the Caputo fractional derivative
omitting the index C. The major utility of this type fractional derivative is
caused by the treatment of differential equations of fractional order for physical
applications, where the initial conditions are usually expressed in terms of a
given function and its derivatives of integer (not fractional) order, even if the
govering equation is of fractional order [11].

The definitions of space-fractional differential operators can be found in
[15, 6, 1]. The cumbersome aspects of these operators disappear when one
computes their Fourier transforms.

The space-fractional derivative of order β is defined as a pseudo-differential
operator with the following rule for the Fourier transform [8]:
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F

{

dβf(x)

d|x|β
}

= −|ξ|βF {f(x)} ,

where ξ is the transform variable. For the Fourier transform of fractional
Laplacian one has [15]

F
{

(−∆)
β
2 f(x)

}

= |ξ|βF {f(x)} .

If the function f(x) depends only on the radial coordinate r = |x|, then
in the two-dimensional case we can obtain the corresponding formula for the
Hankel transform

H
{

(−∆)
β

2 f(r)
}

= |ξ|βH{f(r)} .

A quasi-static uncoupled theory of diffusive stress is governed by the equi-
librium equation in terms of displacements [12]

µ∆u + (λ + µ)graddiv u = βcKgrad c,

the stress-strain-concentration relation

σ = 2µe + (λ tr e− βcKc)I,

and the time-fractional diffusion equation

∂αc

∂tα
= a ∆ c, 0 ≤ α ≤ 2, (2)

where u is the displacement vector, σ the stress tensor, e the linear strain
tensor, c the concentration, a the diffusivity coefficient, λ and µ are Lamé
constants, K = λ + 2

3µ, βc is the diffusion coefficient of volumetric expansion,
I denotes the unit tensor.

If a bounded solid is considered, the corresponding boundary conditions
should be given; for unbounded medium

lim
|x|→∞

u(x, t) = 0,

lim
|x|→∞

c(x, t) = 0.

Equation (2) should also be subject to initial conditions

t = 0 : c = P (x), 0 < α ≤ 2,

t = 0 :
∂c

∂t
= W (x), 1 < α ≤ 2.

The most suitable method to solve the obtained system of equations is the
method of integral transforms. For classical domains the exponential, sine and
cosine Fourier transforms and the Hankel transform with respect to spatial
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coordinates can be used. The Laplace transform with respect to time is also
extensively employed.

In a two-dimensional medium in an axially symmetric case equation (2) has
the form

∂αc

∂tα
= a

(

∂2c

∂r2
+

1

r

∂c

∂r

)

.

We choose the initial conditions

t = 0 : c = p
δ(r)

2πr
, 0 < α ≤ 2,

t = 0 :
∂c

∂t
= 0, 1 < α ≤ 2,

where δ(r) is the Dirac delta function.
The nonzero components of the stress tensor expressed in terms of displace-

ment potential read [9]

σrr + σθθ = − 2µ∆Φ,

σrr − σθθ = 2µ

(

∂2Φ

∂r2
− 1

r

∂Φ

∂r

)

.

The displacement potential is determined from the equation

∆ Φ = mc, m =
1 + ν

1 − ν

βc

3
,

where ν is the Poisson ratio.
We present results corresponding to α = 1

2 and obtained using the Laplace
transform with respect to time t and the Hankel transform with respect to
polar coordinate r:

c =
p

4π
3

2 a
√

t

∞
∫

0

exp

(

−u2 − ρ2

8u

)

du

u
,

σrr = − 2µm
p

π
3

2 a
√

tρ2

∞
∫

0

e−u2

[

1 − exp

(

− ρ2

8u

)]

du,

σθθ = − 2µm
p

π
3

2 a
√

t

∞
∫

0

e−u2

[(

1

4u
+

1

ρ2

)

exp

(

− ρ2

8u

)

− 1

ρ2

]

du,

where the similarity variable

ρ =
r√
a t

α
2

has been chosen.
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It should be noted that in two-dimensional case the fundamental solution

to a Cauchy problem for equation (2) in the case α = 1
2 has the logarithmical

singularity at the origin (in contrast to nonsingular solution of classical diffusion
equation in the case α = 1).

Additional insights into applications of fractional calculus in continuum
mechanics and physics as well as extensive literature on the subject can be
found in [10, 13, 4, 7, 14].Referen
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Abstra
t. We study Riemann–Roch expected curves on P
1
× P

1 in the con-
text of the Nagata–Biran conjecture. This conjecture predicts that for
a sufficiently large number of points multiple points Seshadri constants
of an ample line bundle on algebraic surface are maximal. Biran gives
an effective lower bound N0 . We construct examples verifying to the ef-
fect that the assertions of the Nagata–Biran conjecture can not hold for
small number of points. We discuss cases where our construction fails.
We observe also that there exists a strong relation between Riemann–
Roch expected curves on P

1
× P

1 and the symplectic packing problem.
Biran relates the packing problem to the existence of solutions of certain
Diophantine equations. We construct such solutions for any ample line
bundle on P

1
×P

1 and a relatively small number of points. The solutions
geometrically correspond to Riemann–Roch expected curves. Finally we
discuss in how far the Biran number N0 is optimal in the case of P

1
×P

1.
In fact, we conjecture that it can be replaced by a lower number and we
provide an evidence justifying this conjecture.Introdu
tion

The aim of this paper is to prove that for the surface X = P
1 ×P

1 with the
(a, b) polarization there exists a constant R0 = R0(a, b) such that for r ≥ R0

there are no Riemann–Roch expected submaximal curves through r general
points (Theorem 3.5).

This fact has consequences for the symplectic packing problem which is
strongly connected to the existence of Riemann–Roch expected submaximal
curves. More precisely, Biran relates the packing problem to the existence of
solutions of certain Diophantine equations ([Bi1] Theorem 6.1.A 2) but the so-
lutions geometrically correspond exactly to Riemann–Roch expected submax-
imal curves. In particular, Theorem 3.5 implies that for N ≥ R0 the surface
P

1 × P
1 with the polarization (a, b) admits full symplectic packing by N equal

AMS (2000) Subject Classification: 14C20, 14J26.
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balls (Theorem 3.18). This improves the result of Biran [[Bi2] Theorem 1.A]
as in almost all cases our number R0 is smaller than Biran’s bound N0. We
conjecture that the Biran number N0 in the Nagata–Biran Conjecture 1.2 can
be replaced by R0 .

On the other hand, to complete Theorem 3.5, we are looking for Riemann–
Roch expected submaximal curves for r ≤ R0 points in general position. We
observe that for r ≤ 2 · ⌊a

b ⌋+5 points we can write down such curves (Proposi-
tion 3.7). The cases r ≥ 2 · ⌊a

b ⌋+6 are more complicated. Only for some polar-
izations (a, b) we can find Riemann–Roch expected submaximal curves. More
precisely, to find them, we construct first a sequence of Riemann–Roch expected
curves (Proposition 3.9) and next we compute their submaximality areas, i.e.,
we estimate polarizations for which curves are submaximal (Lemma 3.10). For
r = 2 · ⌊a

b ⌋ + 6 in Proposition 3.11 we give an algorithm producing Riemann-
Roch expected submaximal curves. For the number of points r in the range
between 2 ·⌊a

b ⌋+6 and R0, the situation seems to be hard to control (see Exam-
ples 3.13 and 3.14). For such r’s for which we found Riemann–Roch expected
submaximal curves, we compute Seshadri quotients. If we know that a curve
is irreducible, then this quotient is already the Seshadri constant, if not (i.e., a
curve can be reducible) then we found only an upper-bound for this constant
(Theorem 3.17).

Notation: The symbol Z≥0 denotes the set of non-negative integers. For a
given real number x we denote by ⌊x⌋ its round-down. We work throughout over
the field C of complex numbers. By a polarized variety we mean a pair (X, L)
consisting a smooth variety X and an ample line bundle L on it. For a coherent
sheaf F on X we write by Hi(F) = Hi(X,F) and hi(F) = dimC Hi(F).1. Seshadri 
onstants and the Nagata--Biran 
onje
ture

The concept of Seshadri constant was introduced by Demailly in [De]. He
associated a real number ε(L; x) to an ample line bundle L and a point x of
an algebraic variety. This number in effect measures how much of positivity of
L is concetrated in x. In general, Seshadri constants are very hard to control
and their exact value is known only in few examples. In this paper we use a
generalized definition of Seshadri constant (see also [Xu]) on a surface X .

Definition 1.1
Let L be a nef line bundle on a smooth projective surface X . The Seshadri
constant of L at x1, . . . , xr ∈ X is the real number

ε(L; x1, . . . , xr) = inf
D∩{x1,...,xr}6=∅

L.D
∑r

i=1 multxi
D

,
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where the infimum is taken over all reduced and irreducible curves D passing
through at least one of the points x1, . . . , xr and multxi D is the multiplicity
of the curve D at xi .

It follows from Kleiman’s nefness criterion that ε(L; x1, . . . , xr) ≤
√

L2

r . If

the value of ε(L; x1, . . . , xr) is less than the upper bound, then we say that
the Seshadri constant of L at x1, . . . , xr is submaximal. If ε(L; x1, . . . , xr) =

L.D
∑

r
i=1

multxi
D , then we say that the curve D computes the Seshadri constant

and we call such a curve a Seshadri curve. By the Seshadri quotient of a curve
G at x1, . . . , xr we mean L.G

∑

r
i=1

multxi
G .

As a function on Xr the Seshadri constant ε(L; ·, . . . , ·) is semi-continuous
and it attains the greatest value at a very general point of Xr (i.e., on the
complement of a union of at most countably many Zariski closed subsets).
For more details see [Og]. We denote by ε(L; r) this greatest value. It is
conjectured that for r sufficiently large ε(L; r) has the maximal possible value

which is εmax(L; r) =
√

L2

r . In fact there are effective predictions of what the

least number r should be.

Nagata-Biran Conjecture 1.2
Let (X, L) be a polarized surface. Let k0 be the smallest integer such that in the

linear system |k0L| there exists a smooth non-rational curve and let N0 := k2
0L

2.

With the above assumptions

ε(L; x1, . . . , xr) =

√

L2

r

for general x1, . . . , xr ∈ X and r ≥ N0 .

We should note that in the case when the Seshadri constant ε(L; x1, . . . , xr)
is submaximal, the number of Seshadri curves is bounded.

Proposition 1.3
Let (X, L) be a polarized surface with the Picard number ̺ and let x1, . . . , xr

be points in X such that ε = ε(L; x1, . . . , xr) is submaximal. There are at most

̺ + r − 1 irreducible and reduced Seshadri curves.

Proof. Let π: Y −→ X be the blowing up of X at x1, . . . , xr with excep-
tional divisors E1, . . . , Er and let H := π∗L. Suppose that C1, . . . , Cs are
irreducible and reduced curves computing ε and ˜C1, . . . , ˜Cs are their proper
transforms. The Q-divisor M := H−ε

∑r
i=1 Ei is nef and big and for arbitrary

λi ≥ 0 we have
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M.

( s
∑

i=1

λi
˜Ci

)

=

s
∑

i=1

λi ·
(

M.˜Ci

)

=

s
∑

i=1

λi

(

π∗L.˜Ci − ε

r
∑

j=1

Ej .˜Ci

)

=

s
∑

i=1

λi

(

π∗L.π∗Ci −
r

∑

k=1

multxk
Ci · (π∗L.Ek) − ε

r
∑

j=1

multxj
Ci

)

=

s
∑

i=1

λi (L.Ci − 0 − L.Ci) = 0.

The Hodge Index Theorem implies that the intersection matrix of ˜C1, . . . , ˜Cs

is negative definite. Since ̺(Y ) = ̺ + r, it must be s ≤ ̺ + r − 1.

We also observe that this upper bound is optimal.

Example 1.4
Let X = P

2 and the number of points be r = 7. In this case ̺ = 1 and from
the previous proposition we have that the number of irreducible and reduced
Seshadri curves is at most 7. On the other hand for any i ∈ {1, . . . , 7} there
exists an irreducible cubic Di with multxi

Di = 2 and multxj
Di = 1 for j 6= i.

Every Di computes the Seshadri constant ε(OP2(1); x1, . . . , x7) = 3
8 <

√

1
7 . So

there are exactly 7 submaximal curves in this case.

Let D be a curve on a surface X passing through x1, . . . , xr with multi-
plicities m1 := multx1

D, . . . , mr := multxr
D respectively. To the curve D we

assign its multiplicity vector MD := (m1, . . . , mr) ∈ Z
r.

Definition 1.5
A curve D is almost-homogeneous if all but at most one of the coordinates of
its multiplicity vector MD are equal. In this case we can also say that the
multiplicity vector is almost-homogeneous.

Now using the same arguments as in [Sz] Corollary 4.6, after some elemen-
tary calculations we can prove the following

Proposition 1.6
Let (X, L) be a polarized surface with the Picard number ̺ and let x1, . . . , xr

be general points on X. If ̺ is equal one or two and the Seshadri constant

ε(L; x1, . . . , xr) is submaximal, then any irreducible and reduced Seshadri curve

is almost-homogeneous.
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Proof. A submaximal Seshadri constant ε(L; x1, . . . , xr) implies by the real

valued Nakai–Moishezon criterion [CP] that there exists a computing curve.
Let D be an irreducible and reduced Seshadri curve with the multiplicity

vector MD = (m1, . . . , mr). Since the points are general, the monodromy group
acts as the full symmetric group Sr , i.e., for σ ∈ Sr there exists a curve Dσ with
the multiplicity vector MDσ

= (mσ(1), . . . , mσ(r)) which is also an irreducible
Seshadri curve.

If the curve were not be almost-homogeneous, then it is easy to check that
we would get too many Seshadri curves contradicting Proposition 1.3.2. Seshadri submaximal 
urves on P

1 × P
1

By the (a, b) polarization or by a curve of type (a, b) in the product P
1×P

1

we mean a curve of bidegree a, b.

Definition 2.7
Let D ⊂ X be a curve passing through points x1, . . . , xr with multiplicities
m1, . . . , mr , respectively. We say that D is Riemann–Roch expected (for short
R-R expected) if

h0(OX(D)) −
r

∑

i=1

(

mi + 1

2

)

> 0.

This simply means that a curve D is R-R expected if its existence follows
from the naive dimension count (note that it takes at most

(

m+1
2

)

indepen-
dent linear conditions on a linear system to pass through a given point with
multiplicity at least m).

Remark 2.8
(1) On (P2,O(1)) we have N0 = 9 and curves computing Seshadri constants

for r ≤ N0 points are R-R expected.

(2) On P
1 × P

1 with the (1, 1) polarization, we have N0 = 8 and again
all curves computing Seshadri constant for at most 8 points are R-R
expected.

This implies that in these two examples the number N0 suggested by Biran
cannot be lowered. However, there are cases (e.g. (1, 2) polarization, see [S1])
suggesting that the Biran number N0 might not be optimal even in the simple
case of P

1 × P
1. We address this question in this article. Before proceeding,

we need some more notation. For a vector M = (m1, . . . , mr) ∈ Z
r
≥0 with

non-negative entries we define
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|M | :=

r
∑

i=1

mi,

α(M) := max{|mi − mj | : i, j = 1, . . . , r},

l(M) :=
r

∑

i=1

(

mi + 1

2

)

.

Lemma 2.9
Let M1 = (m, . . . , m, m+δ) ∈ Z

r
≥0 with r ≥ 2 and an integer δ. If |δ| = c ·r+q,

with c ∈ N, 0 ≤ q < r and

M2

= (m + sgn(δ) · c, . . . , m + sgn(δ) · c
︸ ︷︷ ︸

r−q

, m + sgn(δ) · (c + 1), . . . , m + sgn(δ) · (c + 1)
︸ ︷︷ ︸

q

),

then l(M2) ≤ l(M1) and the equality holds if and only if |δ| = 0 or |δ| = 1.

Proof. This is a simple computation.

An obvious consequence of this lemma is

Corollary 2.10
Let Mp = {M ∈ Z

r
≥0 : |M | = p}. Let M0 be an element in Mp imposing

the least theoretical number of conditions i.e. l(M0) = min{l(M) | M ∈ Mp}.
Then either α(M0) = 0, or if this is not the case, then α(M0) = 1.

We have also

Corollary 2.11
Let (X, L) be a polarized surface with the Picard number ̺ ≤ 2 and let x1, . . . ,

xr ∈ X be fixed general points. If MD = (m1, . . . , mr) ∈ Z
r
≥0 is a multiplic-

ity vector of a R-R expected submaximal irreducible and reduced curve D at

x1, . . . , xr , and r ≥ 3, then up to permutation MD is of the form

MD = (m, . . . , m, m + δ) with δ ∈ {−1, 0, 1}.

Proof. Since the Picard number ̺ ≤ 2 and D is a reduced and irreducible
submaximal curve, by Proposition 1.6 its multiplicity vector MD , up to per-
mutation, is of the form

MD = (m, . . . , m, m + δ).

Suppose that |δ| ≥ 2. Then as the points are general, we have r different
submaximal curves. By Lemma 2.9 there exists also a R-R expected submax-
imal curve D′ with α(D′) ≤ 1. This implies, again by generality of the points
x1, . . . , xr , the existence of at least 1

2 (r − 1)r additional submaximal curves
which contradicts Proposition 1.3. Hence |δ| ≤ 1.
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Let (M, ω) be a closed symplectic 4-manifold and B(λq , ωstd) be the stan-

dard closed 4-ball of radius λq with ωstd = dx1 ∧ dy1 + dx2 ∧ dy2 the standard
symplectic form of R

4. Consider a symplectic packing ϕλ of (M, ω) by N equal

balls of radii λ (i.e., ϕλ =
∐N

q=1 ϕq:
∐N

q=1 B(λ, ωstd) −→ (M, ω) is an embed-
ding and for all q we have that a restriction to the q-th ball coincides with
ϕq: B(λ, ωstd) −→ (M, ω) and ϕ∗

qω = ωstd). For a symplectic manifold of finite
volume McDuff and Polterovich in [MP] introduced

vN (M, Ω) = sup
λ

Vol(Imageϕλ)

Vol(M, Ω)
,

where the supremum we take over all λ ∈ R+ such that ϕλ exists. If vN (M, Ω) =
1 then there exists a full filling, in the other case, i.e., vN (M, Ω) < 1, there is
a packing obstruction.

In [Bi1] Biran proved the following theorem.

Theorem 3.1 ([Bi1] Theorem 6.1.A 2)
On P

1 × P
1 with the (a, b) polarization we have

vN = min

{

1,
N

2ab
· inf
(α,β)∈DN

(

aα + bβ

2α + 2β − 1

)2
}

,

where DN is the set of all non-negative solutions α, β, m1, . . . , mN ≥ 0 of the

system of Diophantine equations:



























2αβ =

N
∑

q=1

m2
q − 1,

2α + 2β =

N
∑

q=1

mq + 1.

In particular on P
1 × P

1 with the (1, 1) polarization we have: v1 = 1
2 , v2 =

1, v3 = 2
3 , v4 = 8

9 , v5 = 9
10 , v6 = 48

49 , v7 = 224
225 and vN = 1 for any N ≥ 8

([Bi1]).

For P
2 there is a similar picture obtained by McDuff and Polterovich in

[MP].

Later Biran proved that for a polarized surface (X, L) there exists N0 such
that for all N ≥ N0 we have vN = 1. More precisely, if we denote by k0

the smallest integer such that in the linear system |k0L| there exists a smooth
non-rational curve, then N0 = k2

0L
2 (see [Bi2] Theorem 1.A.).
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Now we want to study the surface P

1 × P
1 in the context of Theorem 3.1.

More precisely we want to find a relation between the number vN and the
existence of R-R expected submaximal curves at N points.

First we introduce the following definition.

Definition 3.2
For the (a, b) polarization L on P

1 × P
1 we define the following constants:

(1) N0 :=

{

8ab for a = 1 or b = 1,

2ab for a ≥ 2and b ≥ 2,

(2) R0 :=
3a2 + 2ab + 3b2

2ab
+

(a + b)
√

2(a2 + b2)

ab
,

(3) r0 :=

⌊

2(a + b)2

ab

⌋

.

Lemma 3.3
For every positive integers a and b one has

r0 ≤ R0 (3.3.1)

and the equality holds only for a = b. Moreover we have

R0 ≤ N0, (3.3.2)

and the equality holds if and only if a = 1 and b = 1 or a = 2 and b = 2.

Proof. Straightforward calculations.

Since the conditions in the last definition are symmetric, we can assume
without loss of generality that a ≥ b. We can write a in the unique way as

a = k · b + j, with k ≥ 1 and j ∈ {0, . . . , b − 1}. (3.3.3)

We keep this notation for the rest of this article.
Now we compute the value of r0 .

Lemma 3.4
For any (a, b) polarization we have

r0 =















2k + 4 for j ∈
〈

0,
√

4k2+4k−15−2k+1
4 b

)

∩ N,

2k + 5 for j ∈
〈

√
4k2+4k−15−2k+1

4 b, 1+
√

k2+2k−3−k
2 b

)

∩ N,

2k + 6 for j ∈
〈

1+
√

k2+2k−3−k
2 b, b − 1

〉

∩ N.
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Proof. Since a = k · b + j, from the Definition 3.2 it follows that

r0 = 2k + 4 +

⌊

2kbj + 2b2 + 2j2

b2k + bj

⌋

.

To prove our claim it is enough to show that for all w ∈ 〈0, b − 1〉

2kbw + 2b2 + 2w2

b2k + bw
< 3, (3.4.1)

or equivalently

2w2 + b(2k − 3)w − (3k − 2)b2 < 0.

This is an elementary calculation.

Now we are in a good position to formulate the following result,

Theorem 3.5
Let X = P

1 ×P
1. If L is the (a, b) polarization, then there are no R-R expected

submaximal curves on X through r ≥ R0 = R0(a, b) general points.

Proof. Fix r ≥ R0 and suppose to the contrary that D ⊂ X of type
(α, β) is R-R expected and submaximal. We can assume that the multiplicity
vector of D is MD = (m, . . . , m, m + δ), where δ ∈ {−1, 0, 1} and m is a
non-negative integer (by Corollary 2.11). Hence the number of independent
conditions imposed by MD is

l(M) = (r − 1)

(

m + 1

2

)

+

(

m + δ + 1

2

)

=
1

2

(

rm2 + rm + 2mδ + δ2 + δ
)

.

Since h0(OP1×P1(α, β)) = αβ + α + β + 1 and D is R-R expected, and by
Proposition 1.3 there is no continuous family of submaximal curves, we must
have

αβ + α + β =
1

2

(

rm2 + rm + 2mδ + δ2 + δ
)

,

or equivalently

β =
rm2 + rm + 2mδ + δ2 + δ − 2α

2(α + 1)
. (3.5.1)

The submaximality of D means that

aβ + αb

rm + δ
<

√

2ab

r
. (3.5.2)

Substituting t :=
√

r, conditions (3.5.1) and (3.5.2) give us the inequality

2tbα2 − (2
√

2abt2m + 2ta − 2tb + 2
√

2abδ)α

+ (at2m + aδ2 + at2m2 + 2amδ + aδ − 2
√

2abtm)t − 2
√

2abδ < 0.
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We consider it as a quadratic inequality in the variable α. We know that the
set of solutions is non-empty, hence

− 2abt3
(

t − 2(a + b)√
2ab

)

m + ((a − b)2

− 2ab(1 + δ)δ)t2 + 2
√

2ab(a + b)δt + 2abδ2 > 0.

(3.5.3)

If we assume that t >
2(a+b)
√

2ab
=

√
r0, then (3.5.3) is equivalent to

m <
((a − b)2 − 2ab(1 + δ)δ)t2 + 2

√
2ab(a + b)δt + 2abδ2

2t3(abt −
√

2ab(a + b))
. (3.5.4)

In the case δ = 0 the inequality (3.5.4) is equivalent to

m <
(a − b)2

2abt2 − 2
√

2ab(a + b)t
. (3.5.5)

If t ≥
√

R0 then the right side of (3.5.5) is smaller than 1 and it must be m = 0,
but this contradicts the definition of the multiple point Seshadri constant.

In the case δ = −1 the inequality (3.5.4) is equivalent to

m <
(a − b)2t2 − 2

√
2ab(a + b)t + 2ab

2t3(abt −
√

2ab(a + b))
. (3.5.6)

Since
√

r0 ≥ 1, t ≥ √
r0 implies also t ≥ 1√

r0
and

(a − b)2t2 − 2
√

2ab(a + b)t + 2ab ≤ (a − b)2t2.

Applying the last inequality to (3.5.6) we obtain the condition (3.5.5) and we
reduce our problem to the previous one.

In the case δ = 1, the inequality (3.5.4) is equivalent to

m <
((a − b)2 − 4ab)t2 + 2

√
2ab(a + b)t + 2ab

2t3(abt −
√

2ab(a + b))
. (3.5.7)

Since our condition is still symmetric, then without loss of generality we may
use notation (3.3.3). We observe that for t ≥

√
k + 4 there is the inequality:

((a − b)2 − 4ab)t2 + 2
√

2ab(a + b)t + 2ab

2t3(abt −
√

2ab(a + b))
≤ (a − b)2

2abt2 − 2
√

2ab(a + b)t
. (3.5.8)

If t ≥
√

R0 then (3.5.8) holds and

(a − b)2

2abt2 − 2
√

2ab(a + b)t
< 1.
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In this case it can happen that (3.5.7) has a solution, namely m = 0. Since D is
R-R expected, (3.5.1) holds and we obtain that only a fiber through one of the
points x1, . . . , xr comes into consideration. It is easy to see that the Seshadri
quotient given by the fiber is submaximal for at most 2k + 2− 2

b points, which
by Lemmas 3.3 and 3.4 gives a contradiction with our assumption t ≥

√
R0.

To complete the picture, we should find R-R expected submaximal curves
for r < R0 points. Before we begin, we make an obvious

Observation 3.6
Let (X, L) be a polarized surface. Let D ⊂ X be a curve which at r points

gives the Seshadri quotient at most

√

L2

r . If

√

L2

r is non-rational then D is

submaximal.

Proof. Let MD = (m1, . . . , mr) be a multiplicity vector for D. By assump-

tion L.D
∑

r
i=1

mi
≤

√

L2

r . Since the number on the left side is always rational, then

the equality can hold only in the case when
√

L2

r is rational.

It means only that in practice we will be looking for R-R expected curves

which at r points give a Seshadri quotient at most
√

L2

r .

Analyzing the value of the formula in (3.5.3), for r ≤ 2k + 5 we find R-R

expected curves which give Seshadri quotients at most
√

L2

r . We observe that

these curves depend on k and sometimes on j.

Proposition 3.7
Consider X = P

1 × P
1 with the (a, b) polarization. If r ≤ 2k + 5, then R-R

curves which give Seshadri quotients at most

√

L2

r arelike in the following ta-

bles:

(a) Table 1 in the case k = 1,

(b) Table 2 in the case k ≥ 2.

Proof. Since all curves from the tables fulfill the condition (3.5.1), they are
R-R expected. One can also check that for appropriate j we have

L.D
∑r

i=1 mi
≤

√

L2

r
.

As we observed, R-R expected submaximal curves depend sometimes on j.
We see also that only in one case it can happen that for some r ≤ 2k + 5 and
for some polarization we obtain two different types of submaximal curves.
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r Type of curve . . . ≤ j ≤ . . . m δ The Seshadri

quotient

√

L2

r

1 (1, 0) 0 b − 1 0 1 b
√

2(b + j)b

2 (1, 0) 0 b − 1 0 1 b
√

(b + j)b

3 (1, 1) 0 b − 1 1 0 2b+j
3

√

2(b+j)b
3

4 (1, 1) 0 b − 1 1 −1 2b+j
3

√

(b+j)b
2

5 (2, 1) 0 b − 1 1 0 3b+j
5

√

2(b+j)b
5

6 (2, 2) 0 1
3b 1 1 4b+2j

7

√

(b+j)b
3

(2, 1) 1
3b b − 1 1 −1 3b+j

5

7 (4, 4) 0 1
7b 2 1 8b+4j

15

√

2(b+j)b
7

(4, 3) 1
7b 5

9b 2 −1 7b+3j
13

(3, 1) (3 −
√

7)b b − 1 1 0 4b+j
7

Table 1

r Type of curve . . . ≤ j ≤ . . . m δ The Seshadri
quotient

√

L2

r

1 (1, 0) 0 b − 1 0 1 b
√

2(kb + j)b
. . . . . . . . . . . . . . . . . . . . . . . .

2k (1, 0) 0 b − 1 0 1 b

√

(kb+j)b
k

2k + 1 (k, 1) 0 b − 1 1 0 2kb+j
2k+1

√

2(kb+j)b
2k+1

2k + 2 (k, 1) 0 b − 1 1 −1 2kb+j
2k+1

√

(kb+j)b
k+1

2k + 3 (k + 1, 1) 0 b − 1 1 0 (2k+1)b+j
2k+3

√

2(kb+j)b
2k+3

2k + 4 (k2 + k, k + 1) 0 1
k+2 b k 1 (k+1)(2kb+j)

2k2+4k+1

√

(kb+j)b
k+2

(k + 1, 1) 1
k+2b b − 1 1 −1 (2k+1)b+j

2k+3

2k + 5 (k + 2, 1) 0 b − 1 1 0 2(k+1)b+j
2k+5

√

2(kb+j)b
2k+5

Table 2
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Remark 3.8
In the case k = 1, if we take b such that

(

(3 −
√

7)b, 5
9b

)

∩ N 6= ∅

then for r = 7 points and (3 −
√

7)b < j < 5
9b we have two types of R-R

expected submaximal curves coming from type (3, 1) and (4, 3). The number
of submaximal curves is altogether 14. Since we can have at most 8 reduced,
irreducible and submaximal, it means that at least one of them is reducible.
We see that the curve of type (3, 1) is a component of a curve of type (4, 3).
Moreover, we observe that if j ≤ 3

8b then 7b+3j
13 ≤ 4b+j

7 .

In all other cases, if different types of R-R expected curves give the same

Seshadri quotient, then this quotient is equal to
√

L2

r , but it means that it is

no longer submaximal.
Now we want to show that for r = 2k + 6 points there exist R-R expected

submaximal curves at least for (a, b) such that r0 = 2k + 6 (see Lemma 3.4).
We observe that R-R expected submaximal curves still depend on k and j and
in general case we can not write an explicit form, as we could for r ≤ 2k + 5
points.

We construct now a sequence of curves for which we compute their submaxi-

mality area, i.e., we estimate polarizations for which our curves are submaximal.

Proposition 3.9
Let l ∈ Z+ be a positive integer. Given the following sequences:

α1 := (l + 1)(l + 2), β1 := l + 2,

m1 := l + 1, δ1 := 1

and for n ≥ 2

αn+1 := (l + 1)αn − βn + 1, βn+1 := αn,

mn+1 :=
(2l + 4)αn − 2βn + 1 + δn

2l + 6
, δn+1 := −δn

we have:

(1) for every positive integer n ∈ Z+ we have αn

βn
> l;

(2) if r = 2l + 6 and Dn , with n ∈ Z+ , is a curve of type (αn, βn) with a

multiplicity vector MDn
= (mn, . . . , mn, mn + δn) at r points, then

h0(OP1×P1(αn, βn)) = l(MDn
) + 1. (3.9.1)

The condition (3.9.1) in particular means that the curve Dn is R-R expected.
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Proof. (1) Easy induction on n.
(2) One can check that for all positive integers n ∈ Z+ we have

2αn + 2βn − 2(l + 3)mn − δn − 1 = 0. (3.9.2)

Due to this equality we observe that for n ≥ 2 it holds:

αn+1 = βn + (l + 3)αn − (2l + 6)mn − δn

and

mn+1 = αn − mn .

Using the induction on n we can prove that for all n ∈ Z+ the condition (3.9.1)
is true.

Now we want to compute submaximality areas for curves {Dn}n∈Z+
from

Proposition 3.9. In order to do this, first we prove the following

Lemma 3.10
Let l, c, z ∈ Z+ be positive integers with z ∈ 〈0, c − 1〉. Let zn be the smaller

solution of the following equation in z

(lc + z)βn + cαn

(2l + 6)mn + δn
=

√

(lc + z)c

l + 3
(3.10.1)

with z as the indeterminate. Then the sequence {zn}n∈N ⊂ 〈0, c − 1〉 is strictly

decreasing and

lim
n→∞

zn =
1 +

√
l2 + 2l − 3 − l

2
c.

Proof. Let z̃1 and z̃2 be solutions of the equation

(lc + z)βn+1 + cαn+1

(2l + 6)mn+1 + δn+1
=

√

(lc + z)c

l + 3
(3.10.2)

with z as the indeterminate. We may assume without loss of generality that
z̃1 < z̃2 . By definition we have zn+1 = z̃1 . Using direct calculations we can
show that z̃2 = zn . Since z̃1 < z̃2 and n was arbitrary, then the sequence
{zn}n∈N is strongly decreasing.

On the other hand, for every positive integer n we have

zn + zn−1 =
(2l + 6)[−αnβn − lβ2

n + (2l + 6)m2
n + 2mnδn] + 1

(l + 3)β2
n

c.

Then from Proposition 3.9 (2) we obtain that

zn + zn−1

=
(2l + 6)[−αnβn − lβ2

n + 2αnβn + 2αn + 2βn − (2l + 6)mn − δn − 1] + 1

(l + 3)β2
n

c.
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By (3.9.2) it follows

zn + zn−1 =
(2l + 6)βn(αn − lβn) + 1

(l + 3)β2
n

c > 0,

where the inequality follows from Proposition 3.9 (1). Since {zn}n∈Z+
is

strongly decreasing, then for every n ∈ Z+ we have zn > 0. In particular
it means that the sequence {zn}n∈Z+

is convergent. If this is the case, then

lim
n→∞

zn =
1

2
lim

n→∞
(zn + zn−1) =

1

2
c lim

n→∞

(

2
αn

βn
− 2l +

1

(l + 3)β2
n

)

.

From Proposition 3.9 it follows that

lim
n→∞

βn = +∞ and lim
n→∞

αn

βn
≥ l ≥ 1. (3.10.3)

Since limn→∞
1

(l+3)β2
n

= 0 and limn→∞ zn exists, then also limn→∞
αn

βn
exists.

Let g := limn→∞
αn

βn
. We obtain that

g = lim
n→∞

αn+1

βn+1
= lim

n→∞

(l + 1)αn − βn + 1

αn

= lim
n→∞

(

(l + 1) − βn

αn
+

1

α

)

.

(3.10.4)

On the other hand by (3.10.3) we have g ≥ 1 and hence there exists

lim
n→∞

βn

αn
=

1

g
.

Combining this fact with (3.10.4) we obtain our assertion.

As a simple consequence of the previous lemma we obtain the following

Proposition 3.11
Let r = 2k + 6 be the number of points on (P1 × P

1, L) with the (a, b) polar-

ization L. Let {zn}n∈N and (αn, βn) with mn and δn be like in Lemma 3.10

and Proposition 3.9 respectively. If for some n0 there is zn0
< j < zn0−1 ,

then the curve Dn0
of type (αn0

, βn0
) with the multiplicity vector MDn0

=
(mn0

, . . . , mn0
, mn0

+ δn0
) is R-R expected submaximal at r points. If j = zn0

or j = zn0−1 then

√

L2

r is rational and Dn0
computes this quotient.

Proof. Since zn0
< j < zn0−1 , then by Lemma 3.10 we have

(kb + j)βn0
+ bαn0

(2k + 6)mn0
+ δn0

<

√

(kb + j)b

k + 3
.
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This inequality means that the curve Dn0

of type (αn0
, βn0

) with the multi-
plicity vector MDn0

= (mn0
, . . . , mn0

, mn0
+ δn0

) is submaximal. By Proposi-
tion 3.9 (2) the curve Dn0

is also R-R expected.
If j = zn0

or j = zn0−1 then

(kb + j)βn0
+ bαn0

(2k + 6)mn0
+ δn0

=

√

(kb + j)b

k + 3

and
√

(kb+j)b
k+3 =

√

L2

r must be rational. The previous equality also means that

the curve of type (αn0
, βn0

) computes the quotient
√

L2

r .

In this way we obtain the following:

Theorem 3.12
Consider the surface X = P

1 × P
1 with the (a, b) polarization. If r ≤ r0 (see

Definition 3.2 and Lemma 3.4) and

√

L2

r is non-rational, then there exist R-R

expected submaximal curves at r points.

Proof. If r0 ≤ 2k + 5 then expected curves are given in Proposition 3.7.
If r0 = 2k + 6 then by Lemma 3.4 it must be

j ∈
〈

1+
√

k2+2k−3−k
2 b, b − 1

〉

∩ N with k ≤ b − 1 + 1
b .

We observe that 1+
√

k2+2k−3−k
2 b is an integer only for k = 1. In this special

case the number
√

L2

r is rational.

We should also observe that the sequence from Lemma 3.10 is in fact a
partition of the interval

〈

1+
√

k2+2k−3−k
2 b, b − 1

〉

.

The rest of the proof follows from Proposition 3.11.

Assume that the number of points r is at least r0 + 1 but smaller than
R0. We observe that in this case the situation seems to be out of control. We
have conditions (3.5.5), (3.5.6) and (3.5.7) which should eliminate the most of
multiplicities m. On the other hand, for r from the neighborhood of r0 functions
on the right side can obtain very high values. We observe that sometimes for
r0 < r < R0 there are no R-R expected submaximal curves.

Example 3.13
Let L be (9, 5) polarization. In this case k = 1, b = 5, j = 4 and R0 =
68
15 + 28

45

√
53 ≈ 9.063. Analyzing conditions (3.5.5), (3.5.6) and (3.5.7) we obtain
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(1) m < 0, which is absurd, or (2) m = 1, for δ = 0. Since now r = 9, in the
last case we have only one possibility: α = 4 and β = 1. We see that this curve
gives the quotient

L.D
∑

mi
=

29

9
>

√
10 =

√

L2

r
,

which is not submaximal.

On the other hand we have:

Example 3.14
Let L be (3, 1) polarization. We have k = 3, b = 1, j = 0, R0 = 6 + 8

3

√
2 ≈

11.962 and hence r = 11. Analyzing the same conditions as in the Example
3.13 we obtain (1) m < 0, which is absurd, or (2) m ≤ 3, for δ = 0. We see
that curve D of type (5, 1) with m = 1 gives the quotient

L.D
∑11

i=1 mi

=
8

11
<

√

6

11
=

√

L2

r
,

which is submaximal.

These examples show that in general for r in the range between r0 and
R0 it is difficult to prove for which number of points there are R-R expected
submaximal curves. We can only generalized Example 3.14.

Proposition 3.15
Let L be the (a, b) polarization. Let r = 2k + 2n + 1 with non-negative integer

n. If (1 + n−
√

2k + 2n + 1)b ≤ j ≤ b − 1, then a curve of type (k + n, 1) with

m = 1 and δ = 0 gives the Seshadri quotient at most

√

L2

r .

Proof. By D we denote a curve of type (k + n, 1). D has the multiplicity
vector MD = (1, . . . , 1). Since h0(OP1×P1(k+n, 1)) = 2k+2n+2 = l(MD)−1,
then D is R-R expected. We compute that

L.D
∑r

i=1 mi
=

(2k + n)b + j

2k + 2n + 1
,

hence L.D
∑

r
i=1

mi
is at most

√

L2

r if and only if

(1 + n −
√

2k + 2n + 1)b ≤ j ≤ b − 1.

The Seshadri quotient given by D is submaximal for j 6= (1+n−
√

2k + 2n + 1)b.
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In this place we should note that

〈

(1 + n −
√

2k + 2n + 1)b, b − 1
〉

∩ N 6= ∅
only for

0 ≤ n <
b +

√

2(k + 1)b2 − 2b − 1

b
.

Now we are in a good position to formulate the following lemma.

Lemma 3.16
Let Dh be a R-R expected curve of type (h, 1) through r points in general po-

sition. If r ≥ 2h + 1 and the multiplicity vector MDh
= (1, . . . , 1) then Dh is

irreducible.

Proof. We prove this lemma by induction on h.
Step 1. For h = 1 we have that D1 is of type (1, 1) with the multiplicity

vector MD1
= (1, 1, 1). If D1 is reducible then D1 decomposes in the sum of

two fibers. Since points are in general position, then the sum of two fibers gives
the multiplicity vector (1, 1, 0) 6= MD1

, a contradiction.

Step 2. We assume our thesis for h < h0 . We want to show that a curve
Dh0

of type (h0, 1) through r ≥ 2h0 + 1 points with the multiplicity vector
MDh0

= (1, . . . , 1) is irreducible.
We assume to the contrary that Dh0

is reducible. Then we take the decom-
position on irreducible components. There are two possibilities:

(1) Dh0
is the sum of curves of type (1, 0) and (h, 1) with h < h0, or

(2) Dh0
is the sum of curves of type (1, 0) and (0, 1).

In the first case we have

Dh0
= (h0 − h) · (1, 0) + (h, 1).

Since points are in general position, then multiplicity vector for a curve (1, 0)
at r points is (0, . . . , 0, 1). Since (h, 1) is irreducible, then by the inductive
assumption we have that it goes through at least 2h + 1 points with multiplic-
ities 1. Finely we obtain that curves (h0 − h) · (1, 0) and (h, 1) go through at
least (h0 − h) + (2h + 1) = h0 + h + 1 points. Since h0 + h + 1 < 2h0 + 1, the
multiplicity vector of the sum of curves (h0 − h) · (1, 0) and (h, 1) is different
from MDh0

, a contradiction.
In the second case we have

Dh0
= h0 · (1, 0) + (0, 1).

Since points are in general position, a multiplicity vector of the sum h0 ·(1, 0)+
(0, 1) at r points is (1, . . . , 1

︸ ︷︷ ︸

h0+1

, 0, . . . , 0
︸ ︷︷ ︸

r−h0−1

) 6= Mh0
, a contradiction.
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According to this lemma we can say more about Seshadri constants on

P
1 × P

1. More precisely we have the following theorem.

Theorem 3.17
For (P1×P

1, L) with L of type (a, b) Seshadri constants are like in the following

tables

(1) Table 3 for k = 1,

(2) Table 4 for k ≥ 2.

r Type of curve
The submaximality

area
. . . ≤ j ≤ . . .

m δ ε(L; r)
√

L2

r

1 (1, 0) 0 b − 1 0 1 = b
√

2(b + j)b

2 (1, 0) 0 b − 1 0 1 = b
√

(b + j)b

3 (1, 1) 0 b − 1 1 0 = 2b+j
3

√

2(b+j)b
3

4 (1, 1) 0 b − 1 1 −1 = 2b+j
3

√

(b+j)b
2

5 (2, 1) 0 b − 1 1 0 = 3b+j
5

√

2(b+j)b
5

6 (2, 2) 0 1
3b 1 1 ≤ 4b+2j

7

√

(b+j)b
3

(2, 1) 1
3b b − 1 1 −1 = 3b+j

5

7 (4, 4) 0 1
7b 2 1 ≤ 8b+4j

15

√

2(b+j)b
7

(4, 3) 1
7b 3

8b 2 −1 ≤ 7b+3j
13

(3, 1) 3
8b b − 1 1 0 = 4b+j

7

8 . . . . . . . . . . . . . . . . . .
√

(b+j)b
4

(28, 21) 15
49b 13

36b 12 1 ≤ 49b+21j
97

(21, 15) 13
36b 11

25b 9 −1 ≤ 36b+15j
71

(15, 10) 11
25b 9

16b 6 1 ≤ 25b+10j
49

(10, 6) 9
16b 7

9b 4 −1 ≤ 16b+6j
31

(6, 3) 7
9b b − 1 2 1 ≤ 9b+3j

17

Table 3
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ation to the problem of symple
ti
 pa
king of P1 × P
1

As an application of Theorem 3.5 we prove the following:

Theorem 3.18
Consider X = P

1 × P
1 with the (a, b) polarization L. For every N ≥ R0 the

polarized surface (X, L) admits full symplectic packing by N equal balls.

Proof. Fix r a number of points. Let D ⊂ X of type (α, β) be a R-R
expected submaximal curve. Let MD = (m, . . . , m, m+δ), where δ ∈ {−1, 0, 1}
and m ∈ Z, be its multiplicity vector. Since h0(OP1×P1(α, β)) = αβ +α+β +1
and D is R-R expected, and by Proposition 1.3 there is no continuous family
of submaximal curves, we must have

2αβ + 2α + 2β = rm2 + rm + 2mδ + δ2 + δ.

Rearranging terms on the right side we obtain that

rm2 + rm + 2mδ + δ2 + δ =
r

∑

i=1

m2
i +

r
∑

i=1

mi (3.18.1)

(by mi we mean the multiplicity D at xi). By Theorem 3.5 we have that for
r ≥ R0 points there are no R-R expected submaximal curves. In particular it
means that there are no curves such that (3.18.1) becomes true. If this is the
case, then the system of Diophantine equations in Theorem 3.1 does not have
solutions and by the same theorem for N ≥ R0 we have vN = 1.3.2. Conje
ture

As we remarked before, Seshadri constants are known only in few examples
and in every such case, the computing curve was R-R expected. We observe
also that on P

1 × P
1 in that cases when there exists the full filling by N equal

balls, there is no R-R expected submaximal curves at N points. This facts give
us a reason to formulate the following conjecture.

Conjecture 3.19
In the case P

1 × P
1 the number N0 in the Nagata-Biran Conjecture can be

replaced by R0 .

Remark 3.20
For the (pa, pb) polarization the number N0, with respect to p, grows like a
quadratic function. For the constant R0 this is not the case. If we look at
the Definition 3.2 then we can see, that R0 is a rational function of a and b of
degree 0 so the value of R0 does not depend on p. In particular, it means that
the Biran number N0 can be optimally applied only for polarizations of type
(a, b) with a and b coprime.
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Pavel Hí
, Milan PokornýRandomly Cn∪Cm graphsAbstra
t. A graph G is said to be a randomly H graph if and only if

any subgraph of G without isolated vertices, which is isomorphic to a
subgraph of H , can be extended to a subgraph F of G such that F is
isomorphic to H . In this paper the problem of randomly H graphs, where
H = Cn ∪ Cm , m 6= n, is discussed.1. Introdu
tion

In 1951 Ore [12] studied arbitrarily traceable graphs, which were later re-
ferred to as randomly eulerian graphs. This concept was later extended by
Chartrand and White [5], and Erickson [8]. In 1968 Chartrand and Kronk
[2] introduced and characterized the concept of randomly hamiltonian graphs.
Analogous questions were studied in [4], [6], [7], and [12].

In 1986 Chartrand, Oellermann, and Ruiz [3] generalized these concepts
and introduced the term ‘randomly H graph’ as follows: Let G be a graph
containing a subgraph H without isolated vertices. Then G is called a randomly
H graph if whenever F is a subgraph of G without isolated vertices that is
isomorphic to a subgraph of H , then F can be extended to a subgraph H1 of
G such that H1 is isomorphic to H .

The graph G shown in Figure 1 is not randomly P4 since the subgraph F of
G cannot be extended to a subgraph of G isomorphic to P4 , while the graph
K3,3 is randomly P4 as well as randomly C4 .

F

G

Figure 1

AMS (2000) Subject Classification: 05C75.
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Every nonempty graph is randomly K2 , while every graph G without iso-

lated vertices is a randomly G graph. Kn is randomly H for every H ⊆ Kn .
The graph K3,3 is randomly H for every subgraph H of K3,3 (see [3], Theo-
rem 1).

The requirement that both H and F are without isolated vertices follows
from [3]. That is why we consider that both H and F are free of isolated
vertices.2. Preliminaries

The general question is ‘For what classes of graphs H is it possible to
characterize all those graphs G that are randomly H?’.

In [10] the characterization of randomly Kr,s graphs was given, but in terms
of H-closed graphs. In [1] Alavi, Lick, and Tian studied randomly complete
n-partite graphs and characterized them.

The problem of characterization of randomly H graphs, where H is r-regular
graph on p vertices, was given by Tomasta and Tomová (see [14]). In general,
the characterization of such graphs seems to be difficult. However, there exist
several results for some special values of r and p.

Theorem A (see Sumner [13])
Let H be a 1-regular graph on 2p vertices. A graph G on 2p vertices is randomly

H (perfect matchable) if and only if

1. G = K2p , or

2. G = Kp,p , or

3. G = H.

This is a list of results about randomly 2-regular connected graphs, which
means randomly Cn graphs.

Theorem B (see Tomasta and Tomová [14])
Let G be a p-vertex graph which is randomly Cn , n > 4, p > n. Then G = Kp .

Theorem C (see Chartrand, Oellermann, and Ruiz [3])
A graph G is randomly C3 if and only if each component of G is a complete

graph of order at least 3.

Theorem D (see Chartrand, Oellermann, and Ruiz [3] and also Híc [10])
A graph G is randomly C4 if and only if

1. G = Kp , where p ≥ 4, or

2. G = Kr,s , where 2 ≤ r ≤ s.
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Theorem E (see Chartrand, Oellermann, and Ruiz [3])
A graph G is randomly Cn , n ≥ 5, if and only if

1. G = Kp , where p ≥ n, or

2. G = Cn , or

3. G = K n

2
, n

2
and n is even.

The following is a list of results about randomly 2-regular disconnected
graphs, more specifically randomly 2Cn = Cn ∪ Cn graphs.

Theorem F (see Híc and Pokorný [11])
A graph G is randomly 2C3 if and only if

1. G = Kp , p ≥ 6, or

2. G = Kp1
∪ Kp2

∪ . . . ∪ Kpn
, where n ≥ 2, pi = 3 or pi ≥ 6.

Theorem G (see Híc and Pokorný [11])
A graph G is randomly 2C2n+1 , where n ≥ 2, if and only if

1. G = 2C2n+1 , or

2. G = 2K2n+1 , or

3. G = C2n+1 ∪ K2n+1 , or

4. G = Kp , p ≥ 2(2n + 1).

Theorem H (see Híc and Pokorný [11])
A graph G is randomly 2C4 if and only if

1. G = Kr,s , where 4 ≤ r ≤ s, or

2. G = 2C4 , or

3. G = 2K4 , or

4. G = C4 ∪ K4 , or

5. G = Kp , where p ≥ 8.

Theorem I (see Híc and Pokorný [11])
A graph G is randomly 2C2n , where n ≥ 3, if and only if

(i) G = 2K2n , or

(ii) G = 2C2n , or

(iii) G = 2Kn,n , or

(iv) G = C2n ∪ Kn,n , or

(v) G = C2n ∪ K2n , or
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(vi) G = Kn,n ∪ K2n , or

(vii) G = K2n,2n , or

(viii) G = Kp , p ≥ 4n.

This paper deals with randomly 2-regular graphs H , where H = Cn ∪Cm ,
n 6= m (both components of H are circuits).

All the terms used in this paper can be found in [9]. Especially, if H is a
subgraph of G, we will use G − H = 〈V (G) − V (H)〉 to denote the induced
subgraph of the graph G with the vertex set V (G) − V (H).3. Results
Lemma 1
Let G be a disconnected randomly Cn ∪ Cm graph, where 3 ≤ n < m. Then G

has two components. Moreover, one of the components has n vertices and the

other one has m vertices.

Proof. First, we will prove that G has two components.
a) Let G have k components, where k > 2. Let us construct a subgraph H

of G which consists of three edges which belong to three different components
of G. The subgraph H must be isomorphic to some subgraph of Cn ∪ Cm .
However, the subgraph H cannot be extended to Cn ∪ Cm , a contradiction.

b) Let G have two components. Now we will prove that one of the com-
ponents of G has n vertices and the other one has m vertices. We will discuss
four different cases.

1. Obviously none of the components has less than n vertices. Moreover,
one of the components has at least m vertices.

2. Let one of the components of G have k vertices, k > m. Let us construct
a subgraph H1 = Pm−2 ∪ P3 of the component. Let H2 be a subgraph of the
other component of G which is isomorphic to P2 . Then H1 ∪ H2 should be
isomorphic to a subgraph of Cn ∪Cm , but it cannot be extended to Cn ∪Cm ,
a contradiction. Thus none of the components of G has more then m vertices.

3. Let both components of G have m vertices. Let us construct a sub-
graph H1 = Pn−⌊n

2
⌋ ∪ P⌊m

2
⌋ of the first component of G and a subgraph

H2 = Pm−⌊m

2
⌋ ∪ P⌊n

2
⌋ of the second component of G. Then H1 ∪ H2 must be

isomorphic to a subgraph of Cn ∪Cm , but it cannot be extended to Cn ∪Cm ,
a contradiction.

4. Let one of the components of G has k vertices, where n < k < m.
According to parts 1 and 2 of this proof the other component of G has m

vertices. Let us construct a subgraph F = Pk∪Pn of G, where Pk is a subgraph
of the component of G with k vertices. Then F ought to be isomorphic to a
subgraph of Cn ∪Cm , but it cannot be extended to Cn ∪Cm , a contradiction.
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According to a) and b), G has two components. Moreover, one of them has

n vertices and the other one has m vertices.

Lemma 2
Let G be a disconnected randomly Cn ∪ Cm graph, where 3 ≤ n < m. Then

(i) G = Cn ∪ Cm , or

(ii) G = Kn ∪ Cm , or

(iii) G = K n

2
, n

2
∪ Cm , where n is even.

Proof. Let G be a disconnected randomly Cn ∪ Cm graph. According to
Lemma 1, G has two components with n and m vertices. Obviously, one of the
components is randomly Cn and the other one is randomly Cm . According to
Theorem D and Theorem E, the first component can be Cn , Kn , or K n

2
, n

2
,

where n is even, and the other component can be Cm , Km , or K m

2
, m

2
, where

m is even. We will prove that the second component can be neither Km , nor
K m

2
, m

2
. Let us construct a subgraph F = Cn of this component. Then F is

also a subgraph of G which is isomorphic to a subgraph of Cn ∪ Cm , but it
cannot be extended to Cn ∪ Cm , a contradiction.

Lemma 3
Let G be a connected randomly Cn ∪Cm graph, where 3 ≤ n < m. If |V (G)| >

m + n, then G is a complete graph.

Proof. Let H be a subgraph of G isomorphic to Cn . Let G′ = G − H .
Obviously G′ is randomly Cm . We will prove that G′ is complete. Since
|V (G′)| > m, according to Theorem B, G′ = Kp , p > m. Now we will prove
that G′′ = 〈V (H)〉 is complete, too. Let H ′ = Cn be a subgraph of G′. If
G′′′ = G − H ′, then G′′ ⊆ G′′′. According to Theorem B, G′′′ is complete.
Then G′′ is complete, too. Finally, we will prove that for every u ∈ V (G′),
v ∈ V (G′′) the graph G contains the edge {u, v}. Let us choose u − v path on
m vertices. Since both G′ and G′′ are complete and G is connected, the path
always exists and can be extended to a graph which is isomorphic to Cn ∪ Cm

only if we add the edge {u, v} to the path. Since both u and v are arbitrary
vertices, G is complete.

Lemma 4
Let G be a connected randomly Cn ∪ Cm graph, where 4 ≤ n < m, |V (G)| =
m + n, and both m and n are even. If G contains a proper subgraph which is

isomorphic to K m+n

2
, m+n

2

, then G is a complete graph.

Proof. Let V (K m+n

2
, m+n

2

) = {u1, u2, . . . , u m+n

2

} ∪ {v1, v2, . . . , vm+n

2

}. Let

{ui, uj} ∈ E(G) and {ui, uj} 6∈ E(K m+n

2
, m+n

2

). Let vk , vt be arbitrary vertices
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that belong to the different partition set than ui and uj . Let us construct
the path vk, ui, uj , vs, us, . . . , vr, ur, vt of the length m. Since G is randomly
Cn ∪ Cm , the path can be extended to Cm only if we add the edge {vk, vt}.
Since both vk and vt are arbitrary vertices, {vk, vt} ∈ E(G) for every k, t. If
we use a similar method with the edge {vi, vj} ∈ E(G), we will prove that G

is a complete graph.

Lemma 5
Let G be a connected randomly Cn ∪ Cm graph, where 3 ≤ n < m, |V (G)| =
m + n. Then

(i) G = K m+n

2
, m+n

2

if m and n are even, or

(ii) G = Km+n .

Proof. Let H be a subgraph of G isomorphic to Cn . Let G′ = G − H .
Obviously G′ is randomly Cm . We will discuss three cases.

1. If m is odd, then according to Theorem E we have G′ = Cm or G′ = Km .
We will prove that G′ cannot be Cm . Assume the contrary. Let G′ be iso-
morphic to Cm . Then V (G′) = {v1, v2, . . . , vm} and E(G′) = {{vi, vi+1}; i =
1, 2, . . . , m− 1}∪{{vm, v1}}. Since G is connected, there exists an edge {u, v},
where u ∈ V (H), v ∈ V (G′). Without loss of generality we may assume that
v = v1 . Let us construct the path u, v1, v2, . . . , vm−1 . This path can be ex-
tended to Cm only by adding the edge {vm−1, u}. Now let us construct the
path vm, vm−1, u, v1, v2, . . . , vm−3 . This path can be extended to Cm only by
adding {vm−3, vm}. So G′ is not isomorphic to Cm , a contradiction. Then
G′ = Km . If we choose a subgraph Cn of G′ and we use similar ideas that we
used in the proof of Lemma 3, we will prove that G is complete.

2. Similarly, if n is odd, then G is complete, too.
3. Let both m and n be even. According to Theorem E we have G′ =

Cm , G′ = Km , or G′ = K m

2
, m

2
. It is easy to prove that G′ cannot be Cm .

In case G′ = Km we can prove that G is complete. Let us consider that
G′ = K m

2
, m

2
. Let G′′ = 〈V (H)〉. Note that G is randomly Cn ∪ Cm . If

we choose a subgraph H ′ = Cm of G′, then according to Theorem E it must
be G′′ = Cn, or G′′ = Kn, or G′′ = K n

2
, n

2
. Using similar ideas as in the

part 1 of this proof we can prove that G′′ cannot be Cn . If G′′ = Kn , then
G is complete. Now let us assume that G′′ = K n

2
, n

2
. Let the vertex sets

of G′ and G′′ be V (G′) = {u1, u2, . . . , u m

2
} ∪ {v1, v2, . . . , vm

2
} and V (G′′) =

{w1, w2, . . . , wn

2
} ∪ {t1, t2, . . . , tn

2
}. As G is a connected randomly Cm ∪ Cn

graph, there exists at least one edge which connects a vertex of G′ with a
vertex of G′′. Let us denote this edge {ui, wj}. We will prove that for every
r ∈ {1, 2, . . . , m

2 } and s ∈ {1, 2, . . . , n
2 }, {vr, ts} ∈ E(G). Let us consider a

path of the length m in G′ and G′′ that starts in vr , ends in ts , and contains the
edge {ui, wj}. This path always exists. Since G is randomly Cm∪Cn , the path
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can be extended to Cm only by adding the edge {vr, ts}. Since r and s were
arbitrary, we proved that every vertex from {v1, v2, . . . , vm

2
} is connected with

every vertex from {t1, t2, . . . , tn

2
}. If we repeat a similar procedure with the edge

{vr, ts} we can prove that every vertex from {u1, u2, . . . , u m

2
} is connected with

every vertex from {w1, w2, . . . , wn

2
}. It means that if G is randomly Cn ∪ Cm

and both m and n are even, then K m+n

2
, m+n

2

⊆ G ⊆ Km+n . According to

Lemma 4, G = K m+n

2
, m+n

2

or G = Km+n .

The following theorem summarizes the characterization of randomly Cn ∪
Cm graphs. It is easy to prove that each of the graphs that are mentioned
in the theorem is randomly Cn ∪ Cm . The rest of the theorem follows from
Lemma 1-5.

Theorem 1
A graph G is randomly Cn ∪ Cm , where 3 ≤ n < m if and only if

(i) G = Cn ∪ Cm , or

(ii) G = Kn ∪ Cm , or

(iii) G = K n

2
, n

2
∪ Cm where n is even, or

(iv) G = K m+n

2
, m+n

2

where both m and n are even, or

(v) G = Kp , where p ≥ m + n.Con
lusion
In the paper a characterization of randomly H graphs where H = Cn ∪Cm

is given. The case of 2-regular randomly H graphs, where H is a 2-regular
graph which contains more than two components, remains open.A
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Vladimir MityushevBoundary value problem and fun
tional equationsfor overlapping disks

Abstra
t. We compare applications of the method of functional equations
to boundary value problem for circular multiply connected domains and
to circular polygons generated by overlapping disks. The second part
of the paper is devoted rather to the statement of a problem than its
resolution.1. Introdu
tion

Boundary value problems for circular n-polygons can be solved using Chris-
toffel–Schwarz integral. But it is necessary to find the corresponding accessor
parameters. It is possible to do it for polygons with two or three vertexes [7].
In the general case, when n > 3, it is necessary to solve a nonlinear system of
equations. In the present note, another approach based on functional equations
is proposed. Only the question for 2-polygons is discussed. However, it seems
that n-polygons can be treated by functional equations as well as discussed
2-polygons.

Boundary value problems for non-overlapping disks (circular multiply con-
nected domains) have been solved in [6]. In the present note, it is proposed to
develop the same method to overlapping disks. More questions than answers
arise in this case.

Let z be a complex variable on the complex plane C, a > 0. Consider
two disks of radius r on the complex plane D1 = {z ∈ C : |z + a| < r} and
D2 = {z ∈ C : |z − a| < r}. Let D be the complement of the closures of D1

and D2 to the extended complex plane ̂C and let D+ = D ∩ C
+ be the upper

half of D. We have the following two cases displayed in Fig. 1:

i) r ≤ a,

ii) r > a.

AMS (2000) Subject Classification: 39B12, 30E25.



132 Vladimir Mityushev
−a az0

a+r

i) Non-overlapping disks

−a a

z0

ii) Overlapping disks

Figure 12. Fun
tional equations [6℄
Consider the case i). Following [6] we reduce a boundary value problem to

a functional equation. For simplicity, the problem of conformal mapping of D+

onto C
+ is considered. The desired conformal mapping ϕ(z) + z is determined

up to purely imaginary constant by the condition

Im(ϕ(t) + t) = 0, t ∈ ∂D+. (1)

Using the symmetry with respect to the real axis one can reduce (1) to the
boundary value problem

Im(ϕ(t) + t) = 0, t ∈ ∂D (2)

with respect to ϕ(z) analytic in doubly connected domain D and continuous
in its closure.

Following [6] one can rewrite (2) as the R-linear problem

ϕ(t) = ϕk(t) + ϕk(t) − t, t ∈ ∂Dk (k = 1, 2), (3)

where the auxiliary functions ϕk(z) are analytic in Dk and continuous in the
closures of the disks.

Consider inversions with respect to the circles |z± a| = r and their compo-
sitions

z∗(1) :=
r2

z + a
− a, z∗(2) :=

r2

z − a
+ a, (4)

α(z) = z∗(12) :=
(

z∗(2)
)∗

(1)
, α−1(z) = z∗(21) :=

(

z∗(1)
)∗

(2)
, z∗(121) :=

(

z∗(21)
)∗

(1)
(5)

and so forth. The functions (4), (5) generate a Schottky type group S =
{γs, s ∈ Z} each element of which is presented in the form of the composition
of inversions (4)

γ0(z) := z, γ1(z) := z∗(1), γ−1(z) := z∗(2)

γ2(z) := α(z), γ−2(z) := α−1(z),

γ3(z) := α(z∗(1)), γ−3(z) := α−1(z∗(2)), . . .

(6)
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When s is even, γs is a Möbius transformation in z. If s is odd, it is a trans-
formation in z. The number |s| is called the level of the mapping γs .

Let us introduce the function

Φ(z) :=















ϕ1(z) − ϕ2

(

z∗(2)
)

− z, |z + a| ≤ r,

ϕ2(z) − ϕ1

(

z∗(1)
)

− z, |z − a| ≤ r,

ϕ(z) − ϕ1

(

z∗(1)

)

− ϕ2

(

z∗(2)

)

, z ∈ D.

It follows from (3) that the jump of Φ(z) across the circles |z±a| = r is equal to
zero. Then the Analytic Continuation Principle implies that Φ(z) is analytic in
the extended complex plane. By the Liouville theorem, Φ(z) must be constant:
Φ(z) ≡ c. The definition of Φ(z) in |z ± a| ≤ r yields the following system of
functional equations

ϕ1(z) = ϕ2

(

z∗(2)

)

+ z + c, |z + a| ≤ r, (7)

ϕ2(z) = ϕ1

(

z∗(1)
)

+ z + c, |z − a| ≤ r. (8)

Elimination of ϕ2 from (7)-(8) yields the classical iterative functional equation
with the shift into domain [3], [5]

ϕ1(z) = ϕ1[α(z)] + g(z), |z + a| ≤ r, (9)

where

g(z) = z + z∗(2) + 2Re c, |z + a| ≤ r. (10)

Investigate the function

α(z) =
(r2 − 2a2)z − 2a(r2 − a2)

2az + r2 − 2a2
. (11)

One can see that α(z) has two fixed points ±z0, where z0 =
√
a2 − r2 (see

Fig. 1. i). Substitution of the attractive fixed point −z0 ∈ D1 into (10) yields
Re c = 0. General solution of (10) has the form

ϕ1(z) =
∞
∑

k=0

g[αk(z)] + c1 , (12)

where c1 is an arbitrary constant. Using the definition of Φ in D we obtain up
to an additive purely imaginary constant

z + ϕ(z) =
∑

s∈2Z

γs(z) +
∑

s∈2Z+1

γs(z). (13)

The series (13) converges absolutely and uniformly in each compact subset of
D. One can check directly that (13) satisfies (2).



134 Vladimir Mityushev
The series (13) can be directly obtained from (2) by Grave’s method of

symmetry [6, 1, 4] or from the alternating Schwarz method [6]. The idea of
Grave’s method consists in the using of all symmetries generating a group and
the analytical continuation by symmetry. The derivative of the series (13) is a
θ-Poincaré series [6].

The briefly presented method of functional equations is applied to arbitrary
number of non-overlapping disks and gives solution to boundary value problems
in the form of the general θ-Poincaré series [6].3. Overlapping disks

The main question of the present note can be stated as follows. Is it possible
to extend the method of functional equations to overlapping disks?

We proceed to study two overlapping disks.3.1. Fun
tional equations
The function α(z) has two neutral fixed points ±z0 , where z0 = i

√
r2 − a2

(see Fig. 1. ii). Consider the conformal mapping

ζ =
z − z0

z + z0
. (14)

On the plane ζ the circles |z ± a| = r becomes the straight lines arg ζ = ±θ,
where 2θ is the angle between the circles |z±a| = r. The function α(z) becomes
the composition of two symmetries with respect to the lines arg ζ = ±θ, hence
it becomes the transformation e4iθζ. Therefore, the functional equation (9)
becomes

ψ(ζ) = ψ[e4iθζ] + h(ζ), (15)

where ψ(ζ) = ϕ1(z). However, the functional equation (15) is not reduced now
from the boundary value problem

Im(ϕ(t) + t) = 0, t ∈ ∂D, (16)

where D = {z ∈ C : |z ± a| > r}. (16) is obtained formally from (9) without
construction of Φ(z).

Formally, (13) satisfies (16). But does it converge? Consider the case when
the circles meet at the angle 2θ = π

2 . Then Grave’s method yields the group

{

z, z∗(1), z
∗
(2), z

∗
(21)

}

≡ {ζ, eπi

2 ζ, e−
πi

2 ζ, eπiζ}
consisting of four elements. Hence (13) have to be replaced by

z + ϕ(z) = z + z∗(1) + z∗(2) + z∗(21). (17)

In this case the functional equation (15) implies the same result (17).
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hwarz alternating method
Another interesting question related to the Schwarz alternating method

arises [2, 6]. It is known that the method converges for overlapping domains.
But does it yield the series (13)? In the case 2θ = π

2 the series (13) diverges.
Then, what is the difference between (13) and a series obtained by the Schwarz
alternating method?3.3. Conformal mapping

I think, it is possible to apply the method of conformal mapping to the
problem (16) and to compare the result with (13). The domain D is mapped
onto the upper half plane Imw > 0 by the function w = iζ

π

2θ , where ζ is given
by (14). Then the problem (16) becomes

Im Φ(w) = G(w), w ∈ R, (18)

where

G(w) = −Im

(

z0
1 + e−iθw

2θ

π

1 − e−iθw
2θ

π

)

Φ(w) is analytic in Imw > 0, continuous in Imw ≥ 0 including infinity. Ap-
plying the Poisson formula we obtain

Φ(w) =
1

π

∞
∫

−∞

G(t)
η dt

(t − ξ)2 + η2
, (19)

where w = ξ + iη. When does (19) coincide with (13)? We have to substitute
in (13)

z = z0
1 + e−iθw

2θ

π

1 − e−iθw
2θ

π
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tionalEquations and Inequalities,Bêdlewo, September 17--23, 2006
Contents
Abstracts of Talks 138

Problems and Remarks 165

List of Participants 175

The Eleventh International Conference on Functional Equations and In-

equalities was held from September 17 to September 23, 2006 in Będlewo,
Poland. The series of ICFEI meetings has been organized by the Institute

of Mathematics of the Pedagogical University of Cracow since 1984. For the
second time, the conference was organized jointly with the Stefan Banach In-

ternational Mathematical Center and hosted by the Mathematical Research and

Conference Center in Będlewo.

The Organizing Committee consisted of Professor Janusz Brzdęk (Chair-
man), Dr. Paweł Solarz, Miss Janina Wiercioch and Mr. Władyław Wilk.

The Scientific Committee consisted of Professors Nicole Brillouët-Belluot,
Dobiesław Brydak (Honorary Chairman), Janusz Brzdęk (Chairman), Bog-
dan Choczewski, Roman Ger, Hans-Heinrich Kairies, László Losonczi, Marek
Cezary Zdun and Dr. Jacek Chmieliński (Scientific Secretary).

The 73 participants came from 11 countries: Austria, Canada, China, Croa-
tia, France, Germany, Hungary, India, Israel, Poland and Russia.

Professor J. Brzdęk welcomed participants in the name of the Organiz-
ing Committee and then an opening address was given by Professor Eugeniusz
Wachnicki, the Vice-Rector of the Pedagogical University of Cracow. The open-
ing ceremony was followed by the first scientific session chaired by Professor
János Aczél with the first lecture given by Professor Walter Benz.
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During 20 regular sessions 65 talk were delivered. They focused on func-

tional equations in single and several variables, functional inequalities, stability
theory, convexity, multifunctions, theory of iteration, means, differential and
difference equations, dynamical systems, applications of functional equations
in physics and other topics. Several contributions have been made during spe-
cial Problems and Remarks’ sessions. Additional session devoted to stability
problems was organized by Professor Boris Paneah on Friday evening, Septem-
ber 22.

On Tuesday, September 19, a picnic was organized in the park surrounding
the Center. On the next day afternoon participants visited the castle and
arboretum in Kórnik, as well as the park with ancient oaks in Rogalin. In the
evening the piano recital was performed by Professor Hans-Heinrich Kairies.

On Thursday, September 21, a banquet was held in the Palace in Będlewo,
and another piano recital was performed by Dr. Marek Czerni. On the following
day a guitar concert An Introduction to Flamenco was given by Dr. Grzegorz
Guzik.

The final session on Saturday, September 23 was chaired by Professor Bog-
dan Choczewski who also closed the conference. In the closing address, he gave
some concluding information about the meeting and conveyed best regards
for the participants from the Honorary Chairman of the ICFEI, Professor Do-
biesław Brydak. It was announced that the 12th ICFEI will be organized in
2008.

The following part of the report contains abstracts of talks (in alphabetical
order of the authors), problems and remarks (in chronological order of presen-
tation) and the list of participants (with addresses). It has been compiled by
Dr. Jacek Chmieliński.Abstra
ts of Talks
Mirosław Adamek On generalized affine functions

Let F be a family of real functions defined on a nonempty interval I ⊂ R.
We say that F is a two-parameter family on I if, for any two different points
x1, x2 ∈ I and for any t1, t2 ∈ R, there exists exactly one ϕ ∈ F such that

ϕ(xi) = ti for i = 1, 2.

The unique function ϕ ∈ F determined by the points x1, x2 ∈ I and values
t1, t2 ∈ R will be denoted by ϕ(x1,t1)(x2,t2).

A function f : I −→ R is called F-affine if for any different points x1, x2 ∈ I

and t ∈ [0, 1] the following equality holds

f(tx1 + (1 − t)x2) = ϕ(x1,f(x1))(x2,f(x2))(tx1 + (1 − t)x2).
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If a function f satisfies the above equality only with a fixed t ∈ (0, 1), then
such function we call (F, t)-affine.

In the talk we present some general properties about them and also Kuchn-
type theorem for (F, t)-affine functions.

Roman Badora On the stability of the nonlinear functional equation

In the talk we present an elementary proof of the following generalization
of Baker’s theorem (J.A. Baker, The stability of certain functional equations,
Proc. Amer. Math. Soc. 112 (1991), 729-732) on the stability of the nonlinear
functional equation.

Theorem
Let S be a nonempty set and let (X, d) be a complete metric space. Assume that

f :S −→ S and the function F :S ×X −→ X satisfies

d(F (t, x), F (t, y)) ≤ λ(t)d(x, y), t ∈ S, x, y ∈ X,

where λ:S −→ R. Suppose that φ:S −→ X satisfies

d(φ(t), F (t, φ(f(t)))) ≤ ε(t), t ∈ S,

where ε:S −→ R and

∞
∑

n=2

ε(fn−1(t))

n−2
∏

i=0

λ(f i(t)) < +∞, t ∈ S.

Then there exists a unique function Φ:S −→ X such that

Φ(t) = F (t,Φ(f(t))), t ∈ S

and

d(Φ(t), φ(t)) ≤ ε(t) +

∞
∑

n=2

ε(fn−1(t))

n−2
∏

i=0

λ(f i(t)), t ∈ S.

Anna Bahyrycz Forti’s example of an unstable homomorphism equation

We present a proof of some property of the function introduced by G.L.
Forti, which is used to show that the homomorphism equation for some group
is not stable.

[1] G.L. Forti, Remark, Aequationes Math. 29 (1985), 90-91.

[2] G.L. Forti, The stability of homomorphisms and amenability, with applications to

functional equations, Abh. Math. Sem. Univ. Hamburg 57 (1987), 215-226.
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Karol Baron On linear iterative equations for distribution functions

Given a probability space (Ω,A, P ) and a function τ : R × Ω −→ R we
consider the equation

F (x) =

∫

Ω

F (τ(x, ω))P (dω)

in some classes of distribution functions. We get results on existence, unique-
ness and convergence of successive approximations.

Bogdan Batko Superstability of some alternative Cauchy functional equations

We are going to discuss the superstability of some alternative functional
equations. Consider, for instance, Mikusinski’s functional equation

f(x+ y) · (f(x+ y) − f(x) − f(y)) = 0, x, y ∈ G (1)

in the class of complex functions defined on an abelian groupG. We ask if every
unbounded solution of the inequality

|f(x+ y) · (f(x+ y) − f(x) − f(y))| ≤ ε, x, y ∈ G,

with given ε > 0, must be an exact solution of Mikusinski’s equation (1).

Walter Benz A conditional functional inequality

Let X be a real inner product space of infinite or finite dimension ≥ 3, and
t be a fixed element of X with t2 = 1. Put H = {h ∈ X | ht = 0} and observe
that to every x ∈ X there exists uniquely determined x̄ ∈ H and x0 ∈ R such
that x = x̄ + x0t. If x, y ∈ X , x ≤ y is defined by ‖ȳ − x̄‖ ≤ y0 − x0. We are
interested in special solutions f :X −→ X , so-called casual automorphisms, of
the conditional functional inequality

∀x, y ∈ X x ≤ y =⇒ f(x) ≤ f(y),

generalizing a theorem of A.D. Alexandrov, V.V. Ovchinnikova and E.C. Zee-
man. (See my book “Classical Geometries in Modern Contexts", Birkhäuser,
Basel – Boston – Berlin, 2005.)

Elena V. Blinova On Ω-explosions in smooth skew products of interval maps

Joint work with L.S. Efremova.
This work is continuation of [1]. it is devoted to the research of C0- and

C1-Ω-explosions in C1-smooth skew products of interval maps, i.e., maps of
the type

F (x, y) = (f(x), gx(y)), (1)

where (x, y) ∈ I, I is the closed rectangle in the plane, in the additional as-
sumption on the closure of the set Per(F ) of F -periodic points.
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Definition
Let z1 = (x, y1), z2 = (x, y2) be periodic points of F . The point z1 is called
the accessible from z2 (z2 →a z1) if for every ε > 0 there is an ε-chain from z2
to z1 by the map F restricted to

⋃

y∈Orb(x){y}× I, where Orb(x) is f -periodic
orbit of x.

The criterion of C0-Ω-explosion for a map (1) is given in the terms of the
properties of the set Per(F ).

Theorem A
C1-smooth map F with the closed set of periodic points permits a C0-Ω-explo-

sion if and only if F satisfies one of the following conditions:

1. the set Per(F ) is connected, and there exists at least one point x ∈ Per(f)
such that the set Per(g̃x) is not connected, here g̃x = gfn−1(x) ◦ . . .◦gf(x)◦
gx, n is the least period of x;

2. the set Per(F ) is not connected (let Ki be the connected components of

Per(F )), and either one of the connected components satisfies the con-

dition (1) or there exists a finite number of connected components Ki,

i = 1, 2, . . . ,m of Per(F ) such that for all i = 1, 2, . . . ,m, Ki →a Ki+1,

where Km+1 = K1.

Theorem B
If the set Per(F ) of C1-smooth map (1) is closed, then there is ε > 0 such

that for every map F ∗ ∈ B1
ε(F ) Per(F ∗) is a closed set, here B1

ε(F ) is

ε-neighborhood of F in the space of C1-smooth skew products of interval maps

with C1-norm.

The next theorem is the main result in the research of C1-Ω-explosions in
C1-smooth maps (1).

Theorem C
C1-smooth map (1) with a closed set of periodic points doesn’t permit C1-Ω-

explosions.

Finally, we present the example of the one-parameter family of C1-smooth
maps of type (1) with the closed set of periodic points, which depend con-
tinuously (but not smoothly) on the parameter, where one can observe the
appearing of the periodic orbits with periods 2, 4, . . . , 2n (n ≥ 1) at once from
the fixed point.

This research is partially supported by RFBR, grant No 04-01-00457.

[1] L.S. Efremova, On the nonwandering set and the center of triangular maps with

closed set of periodic points in the base (in Russian), Dynamical Syst. and Non-
linear Phenomena. Kiev., 1990, 15-25.

[2] J. Kupka, Triangular maps with the chain recurrent points periodic, Acta Math.
Univ. Comenianae, 72.2 (2003), 245-251.



142 Report of Meeting
Nicole Brillouët-Belluot On applications of functional equations in physics

Nowadays, problems in Physics are generally modelled by partial differential
equations. Before the development of the differential calculus, the physical
processes were often described by functional equations.

Functional equations represent an alternative way of modelling problems in
Physics.

In this talk we present some applications of functional equations in Physics.
Through these examples, I will explain how the functional equations appear
in the physical process and what can be the interest of modelling physical
problems by functional equations.

Bruno Brive Differential equations of infinite order

Joint work with Prof. Atzmon (Tel Aviv University, Israel).

We consider the following functional equation

∑

n≥0

an
dn

dzn
f(z) = g(z) (∗)

where f and g are functions of a complex variable z and an are complex num-
bers. This is an inhomogeneous linear differential equation of (possibly) infinite
order with constant coefficients. Examples of such equations are given by linear
difference-differential equations with constant coefficients. Many authors have
studied equations (∗) in various contexts: Nörlund, Valiron, Malgrange, Mar-
tineau, Guelfond, . . . Many results are given in Berenstein and Gay, Complex

Analysis and Special Topics in Harmonic Analysis, Springer, 1995.

We look at (∗) from a functional analysis viewpoint. We consider the equa-
tion (∗) when f and g belong to a weighted Lp space of entire functions. Under
general assumptions, the differentiation operator D = d

dz is bounded on this
space. We define the left-hand side of (∗) by Riesz holomorphic functional
calculus.

We give a necessary and sufficient condition for the operator
∑

n≥0 anD
n to

be surjective. In this case, it admits moreover a bounded linear right-inverse.

We also give an application to the particular equation

f(z + 1) − f(z) = g(z)

which was first investigated by Guichard and Hurwitz.

Janusz Brzdęk On stability of the linear functional equation

Joint work with Dorian Popa and Bing Xu.

Let K ∈ {R,C}, X be a Banach space over K, S be a nonempty set,
f :S −→ S, F :S −→ X , m be a positive integer, and aj :S −→ K for j =
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1, . . . ,m. We present some results concerning stability of the general linear
functional equation (in single variable)

ϕ(fm(x)) = a1(x)ϕ(fm−1(x))+. . .+am−1(x)ϕ(f(x))+am(x)ϕ(x)+F (x), (1)

where ϕ:S −→ X is the unknown function and fp denotes the p-th iterate of
f , i.e., f0(x) = x and fp+1(x) = f(fp(x)) for p = 0, 1, 2, . . ..

For instance, in the special case where all the functions a1, . . . , ap are con-
stant we have the following result.

Theorem
Suppose that r1, . . . , rm ∈ K are the roots of the characteristic equation

rm − a1r
m−1 − . . .− am−1r − am = 0,

δ > 0, and one of the following two conditions holds.

(i) |rj | > 1 for every j = 1, . . . ,m.

(ii) f is bijective and |rj | 6= 1 for every j = 1, . . . ,m.

If a function ϕs:S −→ X satisfies

∥

∥

∥

∥

ϕs(f
m(x)) −

m
∑

i=1

aiϕs(f
m−i(x)) − F (x)

∥

∥

∥

∥

≤ δ, ∀x ∈ S,

then the equation

ϕ(fm(x)) = a1ϕ(fm−1(x)) + . . .+ am−1ϕ(f(x)) + amϕ(x) + F (x)

has a unique solution ϕ:S −→ X such that

‖ϕs(x) − ϕ(x)‖ ≤ δ

||r1| − 1| · . . . · ||rm| − 1| , ∀x ∈ S.

Pál Burai On the equivalence of equations involving means and the solution

to a problem of Daróczy

In this work we prove the equivalence of the following two functional equa-
tions:

f(A(x, y; p)) + f (H(x, y; 1 − p)) = f(x) + f(y) x, y ∈ I ,

and

2f(G(x, y)) = f(x) + f(y) x, y ∈ I .

Here I is a nonempty open interval on the positive real line, and A(x, y; p),
H(x, y; 1 − p), G(x, y) the weighted arithmetic mean with the weight p, the
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weighted harmonic mean with the weight 1 − p, and the geometric mean re-
spectively.

[1] Z. Daróczy, B. Ebanks, Zs. Páles, Jelentés a 2001. évi Schweitzer Miklós Matem-

atikai emlékversenyröl, Matematikai Lapok, 2001-2002/2, 58-60.

[2] Z. Daróczy, Zs. Páles, Gauss-composition of means and the solution of the

Matkowski–Sutô problem, Publ. Math. Debrecen, 61 (2002), 157-218.

[3] Z. Daróczy, K. Lajkó, R. Lovas, Gy. Maksa, Zs. Páles, Functional equations in-

volving means, submitted.

[4] Z. Daróczy, Gy. Maksa, Zs. Páles, Functional equations involving means and their

Gauss composition, Proc. Amer. Math. Soc. 134 (2006), 521-530.

[5] B. Ebanks, Solution of some functional equations involving symmetric means,
Publ. Math. Debrecen 61 (2002), 579-588.

[6] A. Járai, Regularity Properties of Functional Equations in Several Variables,
Springer, Advances in Mathematics, Vol. 8, 2005.

Jacek Chmieliński Orthogonality preserving property, Wigner equation and

stability

We deal with the stability of the orthogonality preserving property in the
class of mappings phase-equivalent to linear or conjugate-linear ones. We give
a characterization of approximately orthogonality preserving mappings in this
class and we show some connections between the considered stability and the
stability of the Wigner equation.

Jacek Chudziak Stability of the Gołąb–Schinzel functional equation

Let X be a linear space over a field K of real or complex numbers. At
the 38th International Symposium on Functional Equations (2000, Noszvaj,
Hungary) Professor Roman Ger raised, among others, the problem of Hyers–
Ulam stability of the Gołąb–Schinzel functional equation

f(x+ f(x)y) = f(x)f(y) (1)

for x, y ∈ X . In [1] it has been proved that in the class of functions f :X −→ K

satisfying some weak regularity assumptions, the equation (1) is superstable,
i.e., every solution of the inequality

|f(x+ f(x)y) − f(x)f(y)| ≤ ε (2)

for x, y ∈ X , where ε is a fixed nonnegative real number, either is bounded
or satisfies (1). However, it is known (cf. [2, 3]) that the phenomenon of su-
perstability is caused by the fact that we mix two operations. Namely, on the
right-hand side of (1) we have the product, but in (2) we measure the distance
between the two sides of (1) using the difference. Therefore, it is more natu-
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ral, to measure the difference between 1 and the quotients of the sides of the
equation (1). In the present talk we deal with this problem.

[1] J. Chudziak, J. Tabor, On the stability of the Gołąb–Schinzel functional equation,
J. Math. Anal. Appl. 302 (2005), 196-200.

[2] R. Ger, Superstability is not natural, Wyż. Szkoła Ped. Kraków Rocznik Nauk.-
Dydakt. Prace Matematyczne 13 (1993), 109-123.

[3] R. Ger, P. Šemrl, The stability of the exponential equation, Proc. Amer. Math.
Soc. 124 (1996), 779-787.

Marek Czerni Comparison theorems for nonlinear functional inequalities

We present some comparison theorems for the solutions ψ of nonlinear func-
tional inequalities

{

ψ[f(x)] ≤ G(x, ψ(x)),

(−1)pψ[f2M (x)] ≤ (−1)pg2M (x, ψ(x))

where p ∈ {0, 1}, M is a fixed positive integer and functional sequence gn is
defined by the recurrent formula

{

g0(x, y) = y,

gn+1(x, y) = G(fn(x), gn(x, y)), n = 0, 1, 2, . . . .

In the talk we shall consider the case when the given function G is strictly
decreasing with respect to the second variable. Moreover, we shall obtain a
characterization of this results in terms of lattice theory.

Thomas M.K. Davison On the functional equation g(xy) + g(xτ(y)) =
2g(x)g(y)

A function g on G is basic if {u ∈ G : g(xuy) = g(xy), for all x, y in G} =
{e}. Using Stetkær’s results [1], we prove that if g is basic, satisfies our equa-
tion, and the domain G of g is non-abelian then the centre of G is Fix(τ) :=
{z ∈ G : τ(z) = z}.

[1] H. Stetkær, D’Alembert’s functional equations on metabelian groups, Aequationes
Math. 59 (2000), 306-320.

Joachim Domsta Regular iteration of homeomorphisms of intervals

According to the known results, the regular iteration of a self mapping f
of R+ := (0,∞) without fixed points is closely related to regularly varying
solutions Ψ of the corresponding Schröder equation

g(Ψ(x)) = Ψ(f(x)) for x ∈ R+ ,
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where g is a multiplication by a positive constant, not equal to 1. In more
general cases, g is also a selfmapping of R+ and the equation states a (weak)
conjugacy of g to f . For regular Ψ joining f and g the relation between the
regular iteration groups of f and g is analysed.

Lyudmila S. Efremova On homoclinic points of C1-smooth skew products of

interval maps

The structure of a neighborhood of the transverse homoclinic trajectory
to the saddle periodic orbit of a C1-smooth skew product of interval maps is
investigated.

In the set of C1-smooth Ω-stable skew products of interval maps the crite-
rion of the existence of a homoclinic trajectory is proved.

In the space of C1-smooth skew products of interval maps the subset is dis-
tinguished in which the maps with transverse homoclinic trajectories to saddle
periodic orbits are everywhere dense.

The examples of C1-smooth skew products belonging to the boundary of
the Ω-stability domain and having the “exotic” properties are given.

The author is partially supported by RFBR, grant No 04-01-00457.

[1] L.S. Efremova, On the fundamental property of quasiminimal sets of skew products

of interval maps, Intern. Conference “Tikhonov and Contemporary Mathematics”,
Moscow, Russia, June 19-25, 2006; Abstracts of session “Functional Analysis and
Differential Equations”, 2006, 64-65.

Danièle Fournier-Prunaret Attractors bifurcations and basins in two-dimen-

sional and three-dimensional biological models based on logistic maps

Joint work with Ricardo Lopez-Ruiz.
We consider 2-D and 3-D biological models given by coupling between lo-

gistic maps. The considered maps are noninvertible. We study the evolution of
attractors (periodic orbits and chaotic attractors) and their basins when param-
eters change. An important tool is that of critical manifolds, which are specific
to noninvertible maps and separate the state space in areas where points have
a different number of preimages.

Roman Ger On a functional congruence related to Gołąb–Schinzel equation

Anna Mureńko, in her doctoral dissertation [1] devoted to the functional
equation

f (x+M(f(x))y) = f(x) ◦ f(y),

has come across a functional congruence

F (x ◦ y) −M(x)F (y) − F (x) ∈ T.

We are looking for a readable description of the solutions of that congruence
in the case where given a linear space X over a field K, a subgroup (T,+) of
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the additive group (X,+) and a groupoid W ⊂ K \ {0}, F maps W into X
and M stands for a selfmapping of K.

[1] Anna Mureńko, O rozwiązaniach pewnego równania funkcyjnego typu Gołąba–

Schinzla, Doctoral dissertation, Kraków 2006.

Attila Gilányi Bernstein–Doetsch and Sierpiński theorems for (M,N)-convex

functions

Joint work with Zsolt Páles.
One of the classical results of the theory of convex functions is the theorem of

F. Bernstein and G. Doetsch [1] which states that if a real valued Jensen-convex
function defined on an open interval I is locally bounded above at one point in
I then it is continuous. According to a related result by W. Sierpiński [4], the
Lebesgue measurability of a Jensen-convex function implies its continuity, too.

In this talk we generalize the theorems above for (M,N)-convex functions,
calling a function f : I → J , (M,N)-convex (c.f., e.g.: [4]) if it satisfies the
inequality

f(M(x, y)) ≤ N(f(x), f(y))

for all x, y ∈ I, where I and J are open intervals, M and N are suitable means
on I and J , respectively. Our statements also generalize T. Zgraja’s recent
results on (M,M)-convex functions (c.f.: [5]). A special case of our theorems
was presented in [2].

[1] F. Bernstein, G. Doetsch, Zür Theorie der konvexen Funktionen, Math. Ann. 76

(1915), 514-526.

[2] A. Gilányi, Zs. Páles, Bernstein–Doetsch theorem for (M, N)-convex functions,
Talk, 42nd International Symposium on Functional Equations, Hradec nad
Moravici, Czech Republic, June 20-27, 2004.

[3] C. Niculescu, L.E. Persson, Convex Functions and Their Applications, CMS Books
in Mathematics, Springer, 2006.

[4] W. Sierpiński, Sur les fonctions convexes mesurables, Fund. Math. 1 (1920), 125-
128.

[5] T. Zgraja, Continuity of functions which are convex with respect to means, Publ.
Math. Debrecen 63 (2003), 401-411.

Alina Gleska Oscillatory properties of solutions of nonhomogeneous difference

equations

Joint work with Jarosław Werbowski.
Our goal in this talk is to investigate the monotonic and oscillatory prop-

erties of solutions of the nonhomogeneous difference equation

(−1)z∆my(n) = f(n, y(r1(n)), y(r2(n)), . . . , y(rk(n))), (Ez)
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where z, k ∈ N, m ≥ 2, ri: Nn0

−→ Nn0
, limn→∞ ri(n) = ∞ and the function

f : Nn0
× R

k −→ R satisfies the condition

f(n, x1, x2, . . . , xk) sgnx1 ≥
k

∑

i=1

pi(n)|xi|, (C)

where pi: Nn0
−→ R+ ∪ {0} (i = 1, 2, . . . , k).

[1] I. Györi, G. Ladas, Oscillation Theory of Delay Differential Equations with Ap-

plications, Oxford Mathematical Monographs, Clarendon Press, Oxford, 1991.

[2] G. Ladas, Ch.G. Philos, Y.G. Sficas, Sharp conditions for the oscillation of delay

difference equations, J. Appl. Math. Simulation 2 (1989), 101-111.

Dorota Głazowska An invariance of geometric mean with respect to La-

grangean means

Joint work with Janusz Matkowski.
The invariance of the geometric mean G with respect to the Lagrangean

mean-type mapping (Lf , Lg), i.e., the equation G◦(Lf , Lg) = G, is considered.
We show that the functions f and g must be of high class regularity. This
fact allows to reduce the problem to a differential equation and determine the
second derivatives of the generators f and g.

Dijana Ilišević Quadratic functionals and sesquilinear forms

The problem of the representability of quadratic functionals by sesquilinear
forms arises from the well-known Jordan–von Neumann characterization of in-
ner product spaces among normed spaces via the parallelogram identity. The
aim of this talk is to present some recent algebraic Jordan–von Neumann type
theorems in the setting of modules over involutive rings and algebras.

Eliza Jabłońska Solutions of a generalized Gołąb–Schinzel functional equation

Let X be a linear space over K ∈ {R,C}. We consider solutions f :X −→ K

and M : K −→ K of the functional equation

f(x+M(f(x))y) = f(x)f(y) for x, y ∈ X (1)

such that f is bounded on a set “big” in some sense. As a consequence we obtain
measurable in Lebesgue and Baire sense solutions of (1). Our results refer to
results of C.G. Popa and J. Brzdęk.

Justyna Jarczyk Invariance in the class of quasi-arithmetic means with func-

tion weights

Let I ⊂ R be an open interval. Given a function µ: I × I −→ (0, 1) and a
strictly monotonic function ϕ: I −→ R we consider the mean Mϕ

µ : I × I −→ R

defined by
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Mϕ
µ (x, y) = ϕ−1 (µ(x, y)ϕ(x) + (1 − µ(x, y))ϕ(y)) .

We study the invariance of M id
λ in such a class of means, that is the functional

equation

λ(x, y)Mϕ
µ (x, y) + (1 − λ(x, y))Mψ

ν (x, y) = λ(x, y)x + (1 − λ(x, y))y.

In particular, we are interested in the case when

λ(x, y) = r(x)
r(x)+r(y) , µ(x, y) = s(x)

s(x)+s(y) and ν(x, y) = t(x)
t(x)+t(y)

for every x, y ∈ I, where r, s, t are given positive functions on I. As a special
case we obtain a recent result of J. Domsta and J. Matkowski [Aequationes
Math. 71 (2006), 70-85; Theorem 2].

In particular, we come also to the Bajraktarević means. They satisfy

Mϕ
µ (x, y) +M

ψ
1−µ(x, y) = x+ y, x, y ∈ I,

i.e., the arithmetic mean is invariant with respect to (Mϕ
µ ,M

ψ
1−µ).

Witold Jarczyk Almost convex functions on Abelian groups

Joint work with Miklós Laczkovich.
A σ-ideal I in R

n is called linearly invariant if

A ∈ I and x ∈ R
n imply x−A ∈ I.

We say that σ-ideals I1 and I2 in R
n and R

n×R
n, respectively, are conjugate

if they fulfil the following Fubini condition:

for every A ∈ I2 the sections {y ∈ R
n : (x, y) ∈ A} are in I1 for

I1-a.a. x ∈ R
n.

In 1970 Marek Kuczma published the following result [Colloq. Math. 21

(1970), 279-284]. Here φ stands for the transformation of R
n × R

n defined by
φ(x, y) = (x+ y, x− y).

Let I1 and I2 be conjugate proper linearly invariant σ-ideals in R
n and

R
2n, respectively, fulfilling the conditions

if A ∈ I1 then aA ∈ I1 for every a ∈ R,

if A ∈ I2 then φ−1(A) ∈ I2 .

If D ⊂ R
n is an open convex set and f :D −→ R is an I2-almost convex

function, i.e.,

f

(

x+ y

2

)

≤ f(x) + f(y)

2



150 Report of Meeting
for I2-a.a. (x, y) ∈ D, then there exists a unique Jensen convex function

g:D −→ R such that g(x) = f(x) for I1-a.a. x ∈ D.

We present a generalization of Kuczma’s result for functions defined on a
subset of an Abelian group G. Convexity [almost convexity] of f :A −→ R

means here that the inequality

2f(x) ≤ f(x+ h) + f(x− h)

holds for all [I2-a.a.] (x, y) ∈ G×G such that x, x+ h, x− h ∈ A.

Hans-Heinrich Kairies On some problems concerning a sum type operator

The sum type operator F , given by

F [ϕ](x) :=
∞
∑

k=0

2−kϕ(2kx),

has been thoroughly discussed in the last years. Nevertheless, there remained
some open problems. We state some of them which are connected with

1. Images and pre- images of F ,

2. Spectral properties of F ,

3. The maximal domain of F ,

4. Characterizations of F [ϕ],

5. A two parameter extension of F .

Zoltán Kaiser On stability of the Fréchet equation

Let X be a linear space and Y be a normed space over the field of ratio-
nal numbers. The stability problem concerning the Fréchet equation is the
following:

Let the n-th differences of the function f :X −→ Y are bounded, i.e.,

‖∆y1,...,yn
f(x)‖ ≤ ε (y1, . . . , yn, x ∈ X) (1)

for some ε > 0. Is there any generalized polynomial g of degree at most n− 1,
for which f − g is bounded?

Without any regularity condition of f , the first positive answer of this prob-
lem was given by D.H. Hyers [3]. M. Albert and J.A. Baker [1] gave a result in
a more general form, with a shorter proof.

C. Borelli and C. Invernizzi [2] dealt with the stability of the Fréchet equa-
tion in the case that the right hand-side of (1) is an α-homogeneous function,
but there was a mistake in the proof of the main theorem. Motivated by these
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results, we prove a stability theorem of the Fréchet equation in Banach spaces
over fields with valuation.

[1] M. Albert, J.A. Baker, Functions with bounded nth differences, Ann. Polon. Math.
43 (1983), 93-103.

[2] C. Borelli, C. Invernizzi, Sulla stabilitá dell’equazione funzionale dei polinomi,
Rend. Sem. Mat. Univ. Politec. Torino 57 (1999), 197-208.

[3] D.H. Hyers, Transformations with bounded mth differences, Pacific J. Math. 11

(1961), 591-602.

Barbara Koclęga-Kulpa On some equation connected with Hadamard in-

equalities

Joint work with Tomasz Szostok.

We consider some equations connected with Hadamard inequalities. Na-
mely, we observe that the function f(x) = x2 satisfies the condition

y
∫

x

f(t) dt = (y − x)

[

2

3
f

(

x+ y

2

)

+
1

6
f(x) +

1

6
f(y)

]

. (1)

We ask about functions having properties of this kind. Moreover, we present
some generalization of the equation (1), i.e.,

f(y) − g(y) = (y − x)[h(x+ y) + φ(x) + ψ(y)],

which was considered in [1] for functions acting on R. We determine all solu-
tions of this equation in more general case — for integral domains.

[1] T. Riedel, P.K. Sahoo, Mean value theorems and functional equations, World
Scientific, Singapore –New Jersey –London –Hong Kong, 1998.

Imre Kocsis A bisymmetry equation on restricted domain

Let X ⊂ R be an interval of positive length and define the set ∆ = {(x, y) ∈
X ×X | x ≥ y}. In this note we give the solution of the equation

F (G1(x, y), G2(u, v)) = G(F (x, u), F (y, v)), (x, y) ∈ ∆, (u, v) ∈ ∆,

where the functions F :X × X −→ X , G1: ∆ −→ X , G2: ∆ −→ X , and
G:F (X,X) × F (X,X) −→ X are continuous and strictly monotonic (in the
same sense) in each variable. The result is a generalization of a previous one
investigated by the author (under publication in Aequationes Mathematicae).
The original problem was published by R. Duncan Luce and J.A. Marley in
The Journal of Risk and Uncertainty (30:1 (2005), 21-62).
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Dorota Krassowska On a nonlinear simultaneous system of functional in-

equalities

Under some conditions on given real functions f , F , g, G we determine all
the continuous at least at one point solutions ϕ of the simultaneous system of
functional inequalities

{

ϕ (f(x)) ≤ F (ϕ(x))

ϕ (g(x)) ≤ G (ϕ(x))
, x ∈ I,

where I ⊂ R is an arbitrary interval.

Xiaopei Li An iterative equation on the unit circle

Joint work with Shengfu Deng.
A functional equation of nonlinear iterates is discussed on the circle S1 for

its continuous solutions and differentiable solutions. By lifting to R, the exis-
tence, uniqueness and stability of those solutions are obtained. Techniques of
continuation are used to guarantee the preservation of continuity and differen-
tiability in lifting.

Arkadiusz Lisak A characterization of some operators by functional equations

Let f : R −→ R and let rn and qn be two sequences of real numbers for every

n ∈ N. We define for fixed t 6= 0, y, z ∈ R, y 6= z sequence of operators tφ
(n)
y,z in

the following way

tφ
(1)
y,zf(x) = t

f(x+yt ) − f(x+zt )

y − z
,

tφ
(n+1)
y,z f = t[rn tφ

(n)
y,zf + qn tφ

(n)
2y,2zf ]

for x ∈ R. For every n ∈ N we consider functional equations

tφ
(n)
y,zf(x) = g(x),

where f, g: R −→ R are unknown functions, and we solve them in special cases.
One of the special cases has been dealt with in [1].

Next we consider and solve the equations on the Abelian groups. We show
that the equations characterize polynomials (or generalized polynomials) and
their derivatives (or homomorphisms of a special form).

[1] T. Riedel, M. Sablik, A. Sklar, Polynomials and divided differences, Publ. Math.
Debrecen 66 (2005), 313-326.

Lászlo Losonczi Polynomials with all zeros on the unit circle

Joint work with P. Lakatos.
We summarize recent results on polynomials all of whose zeros are on the
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unit circle. We give sufficient conditions for this and also necessary conditions
(in terms of the coefficients), describe the methods used. Finally we mention
a very general new sufficient condition for self-inversive polynomials.

Grażyna Łydzińska On some set-valued iteration semigroups

Let X be an arbitrary set. We present the necessary and sufficient condi-
tions for a set-valued function A:X −→ 2R under which a family of multifunc-
tions of the form

A−1 (A(x) + min{t, q − inf A(x)})

where q := supA(X), naturally occurring in the iteration theory, is an iteration
semigroup.

Andrzej Mach On some functional equations involving involutions

Joint work with Zenon Moszner.

We present some theorems characterizing solutions of the equation

f(x) = f(ϕ(x)) + g(x),

where ϕ is a given involution, and particularly differentiable solutions of the
equation f(x) = f(1 − x) + 2x − 1. The stability of this equation and non-
existence of the extremal points of the set of solutions are proved.

[1] D.H. Hyers, On the stability of the linear functional equation, Proc. Nat. Acad.
Sci. USA 27 (1941), 222-224.

[2] A. Mach, Z. Moszner, On some functional equations involving involutions,
Sitzungsberichte of the Austrian Academy of Sciences (ÖAW), in print.

[3] P. Volkmann, Caractérisation de la fonction f(x) = x par un système de deux

équations fonctionnelles, C. R. Math. Rep. Acad. Sci. Canada, 5 (1983), 27-28.

Elena Makhrova Dendrites with the periodic points property

Dendrite is a locally connected continuum without subsets homeomorphic
to a circle.

A dendrite X is said to have the periodic points property provided that for
any continuous map f :X −→ X and for an arbitrary subcontinuum Y ⊂ X

such that Y ⊆ f(Y ) the last inclusion implies Y ∩ Per(f) 6= ∅, Per(f) is the
periodic points set of f .

In [1] it is shown that a finite tree (a dendrite with a finite ramification points
set and points of finite order) has the periodic points property, the example of
a dendrite which has no the periodic points property is constructed.

In the report the structure of dendrites having the periodic points property
is investigated. The next result is true.
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Theorem A
Let X be a dendrite such that the derivative of the ramification points set of X

is at most countable. Then X has the periodic points property.

Theorem A does not occur if the derivative of the ramification points set
of a dendrite X is uncountable. The example of such dendrite is constructed
here.

Necessary conditions of structure of dendrites having the periodic points
property are presented.

This research is partially supported by RFBR, grant No 04-01-00457.

[1] E.N. Makhrova, On the existence of periodic points of continuous maps of den-

drites, Some Problems of Fundamental and Applied Mathematics, Moscow 2006
(to appear).

Janusz Matkowski On extension of solutions of simultaneous systems of

functional equations

Some sufficient conditions which allow to extend every local solution of a
simultaneous system of equations to a global one are presented.

Fruzsina Mészáros Functional equations on group

Joint work with Zs. Ádám, K. Lajkó and Gy. Maksa.
Let G be an arbitrary group written additively. We give the general solution

of the functional equation

f (x) f (x+ y) = f (y)2 f (x− y)2 g (y) (x, y ∈ G)

and all the solutions of

f (x) f (x+ y) = f (y)
2
f (x− y)

2
g (x) (x, y ∈ G)

with the additional supposition g (x) 6= 0 for all x ∈ G. In both cases f, g:G −→
R are unknown functions.

Janusz Morawiec On a refinement type equation

Joint work with Rafał Kapica.
Let (Ω,A, P ) be a probability space. We show that the trivial function is

the unique L1-solution of the following refinement type equation

f(x) =

∫

Ω

∣

∣

∣

∣

∂A

∂x
(x, ω)

∣

∣

∣

∣

f(A(x, ω)) dP (ω)

in a wide class of the given functions A. This class contains functions of the
form A(x, ω) = α(ω)x− β(ω) with −∞ <

∫

Ω log |α(ω)| dP (ω) < 0.
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Jacek Mrowiec Generalized convex functions in linear spaces

The notion of generalized convex functions has been introduced by E.F.
Beckenbach in the following way:
Let F be a two-parameter family of continuous real-valued functions defined
on an open interval (a, b) such that for any two distinct points x1, x2 ∈ (a, b)
and any t1, t2 ∈ R there exists exactly one ϕ = ϕ(x1,t1) (x2,t2) ∈ F satisfying

ϕ(xi) = ti, i = 1, 2.

We say that a function f : (a, b) −→ R is F -convex if for any distinct x1, x2 ∈
(a, b)

f(x) ≤ ϕ(x1,f(x1)) (x2,f(x2))(x) for every x ∈ [x1, x2].

We present a method for generating two-parameter families not only on the
real line. This method allows us to extend the notion of generalized convex
functions to linear spaces. Such functions have many properties of functions,
which are convex in the usual sense, and proofs of their properties are easy.

Anna Mureńko On solutions of some conditional generalizations of the Go-

łąb-Schinzel equation

We deal with the conditional functional equations

if x, y, x+M(g(x))y > 0, then g(x+M(g(x))y) = g(x) ◦ g(y),

if x, y, x+M(g(x))y > 0, then g(x+M(g(x))y) = g(x)g(y),

where M : R −→ R, ◦: R2 −→ R and g: (0,∞) −→ R is Lebesgue measurable
or Baire measurable. We consider the above equations under some additional
(different for each equation) assumptions.

Veerapazham Murugan Smooth solutions for a functional equation involving

series of iterates

Joint work with P.V. Subrahmanyam.
In this talk we give sufficient conditions for the existence and uniqueness of

C2 solution for the functional equation

∞
∑

i=1

λif
i(x) = F (x), x ∈ [a, b] ⊂ R,

where λi’s are nonnegative real numbers with
∑∞

i=1 λi = 1 and F is a given
C2 function on [a, b] satisfying some additional conditions. Such functional
equations have been studied earlier by Kulczycki, Shengfu, Tabor, Xiaopei,
Żołdak and the present authors.
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Adam Najdecki On the stability of some generalization of Cauchy, d’Alem-

bert and quadratic functional equations

Let X 6= ∅ be a set, (Y,+) be a commutative semigroup with a complete
invariant metric, k ∈ N and let A,B:Y −→ Y , Gi:X × X −→ X for i ∈
{1, 2, . . . , k}. We consider stability of the functional equation

k
∑

i=1

f(Gi(x, y)) = A(f(x)) +B(f(y))

in the class of functions f :X −→ Y , as well as of the equation

k
∑

i=1

f(Gi(x, y)) = kf(x)f(y)

in the class of functions mapping X into a real or complex normed algebra with
a multiplicative norm.

Wiesława Nowakowska Sufficient conditions for the oscillation of solutions

of iterative functional equations

Joint work with Jarosław Werbowski.
Sufficient conditions for the oscillation of all solutions of iterative functional

equations will be presented. Oscillation criteria for difference equations will be
obtained.

Andrzej Olbryś A characterization of (t1, . . . , tn)-Wright affine functions

Let t1, . . . , tn, n ≥ 2, be fixed positive numbers, let X be a linear space over
the field L(t1, . . . , tn) generated by t1, . . . , tn (i.e., the smallest field containing
the set {t1, . . . , tn}) and let Y be a commutative group.

Following [1] where the definition of (t1, . . . , tn)-Wright convex function
was given we introduce the definition of (t1, . . . , tn)-Wright affine function as a
function f :D −→ Y satisfying the following functional equation:

∆t1z,...,tnzf(x) = 0, (x, z) ∈ D ×X : x+ (t1z + . . .+ tnz) ∈ D,

where D ⊂ X is a L(t1, . . . , tn)-convex set.
In the paper [2] K. Lajkó has given a characterization of (t, 1 − t)-Wright

affine functions. We extend this result to (t1, . . . , tn)-Wright affine functions of
an arbitrary order.

[1] A. Gilányi, Zs. Páles, On Dinghas-type derivatives and convex functions of higher

order, Real Anal. Exchange 27 (2001/2002), 485-494.

[2] K. Lajkó, On a functional equation of Alsina and Garcia-Roig, Publ. Math. De-
brecen 52 (1998), 507-515.

[3] A.Olbryś, A characterization of (t1, . . . , tn)-Wright affine functions, submitted.
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Ágota Orosz Difference equations on discrete polynomial hypergroups

In the classical theory of difference equations the translate of a function by n
and the translation of the function n-times by 1 give the same result for all n in
N. But in the hypergroup case there are two different ways to define difference
equations along these two interpretations. In this talk we give the solutions of a
homogenous linear difference equation of order N on a polynomial hypergroup
(which is actually a difference equation with nonconstant coefficients in the
classical sense) in both cases.

Boris Paneah Strong stability of functional equations in several variables

We deal with compact supported Banach-valued functions F satisfying

(PF )(x, y) := F (a(x, y)) −
n

∑

j=1

αj(x, y)F (aj(x, y)) = H(x, y)

for all (x, y) in a bounded domain D ⊂ R
2. The prototype is the Jensen

equation with a = α1x + α2y, a1 = x, a2 = y, and real positive numbers α1,
α2 satisfying α1 + α2 = 1. The problem of its stability goes back to Ulam
(1940). Our approach is novel in two essential ways.

The first is that if a =
∑

αjaj on a one-dimensional submanifold Γ ⊂ D

(weak Jensen operator P), then under quite general conditions the stability
problem for P is overdetermined: the smallness of H only on Γ implies the
nearness of F to a linear function (strong stability).

The second is a functional analytic point of view. We consider the linear
operator PΓ – the restriction of P to Γ – between appropriate function spaces
and give conditions of its surjectivity. The stability then follows from functional
analytic considerations.

Iwona Pawlikowska Flett-type means II

We continue the investigation of properties of means obtained from Flett’s
mean value theorem. We take into account two generalizations of Flett mean
value theorem and we show that means obtained from these theorems are
unique. There is also discussed problem of equivalence Flett-type means to
the well known means.

Zsolt Páles A regularity problem concerning the equality of generalized quasi-

arithmetic means

Let I ⊂ R be a nonvoid open interval. Given a continuous strictly monotone
function ϕ: I −→ R and a Borel probability measure µ on [0, 1], the mean
Mϕ,µ: I

2 −→ I is defined by
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Mϕ,µ(x, y) := ϕ−1

(

1
∫

0

ϕ(tx + (1 − t)y) dµ(t)

)

(x, y ∈ I).

The equality problem of these means is to describe all pairs (ϕ, µ) and (ψ, ν)
such that

Mϕ,µ(x, y) = Mψ,ν(x, y) (x, y ∈ I).

By a recent result obtained jointly with Z. Makó, if there exists a point p ∈ I

such that ϕ and ψ are differentiable at p and ϕ′(p)ψ′(p) 6= 0, then a neces-
sary condition for the above equality problem is that the first moments of the
measures µ and ν be equal, i.e.,

µ1 :=

1
∫

0

t dµ(t) =

1
∫

0

t dν(t) =: ν1 .

Introducing the notion of quasi-differentiability, we deduce this (and more gen-
eral conditions) under much weaker assumptions.

Magdalena Piszczek On a multivalued second order differential problem

Let K be a closed convex cone with the nonempty interior in a real Banach
space and let cc(K) denote the family of all nonempty convex compact subsets
of K. Assume that continuous linear multifunctions H,Ψ:K −→ cc(K) are
given. We consider the following problem

D2 Φ(t, x) = Φ(t,H(x)),

DΦ(t, x)|t=0 = {0},
Φ(0, x) = Ψ(x)

for t ≥ 0 and x ∈ K, whereDΦ(t, x) denotes the Hukuhara derivative of Φ(t, x)
with respect to t and D2 Φ(t, x) = D(DΦ(t, x)).

Barbara Przebieracz Near iterability

Inspired by Problem (3.1.12) posed by E. Jen in [T] we present various
approaches to the concept of near-iterability. We deal with selfmappings of a
real compact interval, characterize and compare a few classes of near-iterable
functions in a sense. That includes

• almost iterable functions, that is continuous f :X −→ X , for which there
exists an iterable g:X −→ X such that

fn − gn converges to 0 everywhere in X (1)

and the convergence is uniform on every interval with endpoints being
two consecutive fixed points of f (cf. [J]);
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• functions satisfying (1);

and some weaker condition than (1), that is

• functions f for which there exists an iterable g such that

fn(x) − gn(x) converges to 0 for every x ∈ X \M, (2)

where the set M has empty interior;

• approximately iterable functions, that is continuous f :X −→ X , such
that for every ε > 0 there exists an iterable function g:X −→ X and a
positive integer n0 satisfying the inequality |fn(x) − gn(x)| < ε, n ≥ n0,
x ∈ X ;

• closure of the set of all iterable functions.

(This is the continuation of my talk at 10th ICFEI).

[J] W. Jarczyk, Almost iterable functions, Aequationes Math. 42 (1991), 202-219.

[T] Gy. Targonski, New directions and open problems in iteration theory, Ber. Math.-
Statist. Sekt. Forschungsgesellsch. Joanneum, No. 229, Forschungszentrum, Graz,
1984.

Maciej Sablik A generalization of generalized bisymmetry

Many authors (cf. e.g. the references below) have been concerned with func-
tional equations of generalized bisymmetry. In particular, under some assump-
tions the form of solutions has been determined in the case where unknown
functions map finite products of intervals into reals. In the present talk we
determine (again, under some regularity assumptions) the form of operators
M defined in some function spaces of measurable functions and satisfying a
“Fubini type" equality

M[s]M[t]x(s, t) = M[t]M[s]x(s, t)

for every real function x such that x(s, ·), x(·, t) belong to a given function
space. The proofs use the results obtained earlier for the generalized bisymme-
try.

[1] J. Aczél, Lectures on Functional Equations and their Applications, Academic
Press, New York –London, 1966.

[2] J. Aczél, Gy. Maksa, M. Taylor, Equations of generalized bisymmetry and of con-

sistent aggregation: Weakly surjective solutions which may be discontinuous at

places, J. Math. Anal. Appl. 214 (1997), 22-35.

[3] Gy. Maksa, Solution of generalized bisymmetry type equations without surjectivity

assumptions, Aequationes Math. 57 (1999), 50-74.

[4] Gy. Maksa, Quasisums and generalized associativity, Aequationes Math. 69

(2005), 6-27.
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[5] A. Münnich, Gy. Maksa, R.J. Mokken, n-variable bisection, J. Math. Psych. 44

(2000), 569-581.

Vsevolod Sakbaev On the spaces of functions integrable with respect to finite

additive measure and the generalized convergence

The investigation of qualitative properties of the dynamical systems and
the ill-posed boundary-value problems by regularization methods lead to con-
sidering of divergent sequences. To describe the behavior of the divergent
sequence by the regular methods of generalized summation and to obtain the
distributions on the set of its limit points we consider the measures on the set
of natural numbers N which concentrated on the infinity. Then any nonnega-
tive normalized measure which concentrated on the infinity defines the regular
method of generalized summation of sequences such that any bounded sequence
is summable. We investigate the procedure of weak integration of vector-valued
functions on the set with bounded additive measure and the properties of the
spaces of integrable functions. The Hilbert space of square integrable function
is applied to description of the regularization of ill-posed Cauchy problem ([1]).

This work is partially supported by RFBR, grant No 04-01-00457.

[1] V.Zh. Sakbaev, Set-valued mappings specified by regularization of the Schrödinger

equation with degeneration, Comp. Math. Math. Phys. 46 (2006), 651-665.

Adolf Schleiermacher On real places

Let K be a formally real field and ϕ:K −→ R ∪ {∞} a mapping which
satisfies

ϕ(a+ b) = ϕ(a) + ϕ(b) and ϕ(a · b) = ϕ(a) · ϕ(b) (∗)

whenever the righthand sides in these equations are defined. Here the opera-
tions are extended as usual to the symbol ∞ so that x+∞ = ∞, y ·∞ = ∞ for
x, y ∈ R, y 6= 0 and ∞ ·∞ = ∞ while ∞ + ∞ and 0 · ∞ remain undefined. A
mapping ϕ satisfying (∗) is called a real place if in addition ϕ(1) = 1. This last
requirement serves to exclude trivial cases for which ϕ(K) ⊆ {0,∞}. In K we
introduce a partial ordering ≤P defined as usual by its set P of non-negative
elements. A real place ϕ will be called order preserving if for a ≤P b and
ϕ(a), ϕ(b) ∈ R we have ϕ(a) ≤ ϕ(b). If ϕ(K) ⊆ R then a real place ϕ is simply
an isomorphic embedding of K in R. The object of this talk is to investigate
the fields K with partial ordering ≤P for which all order preserving real places
are embeddings.

It is known that this occurs when all orderings of K compatible with ≤P
are Archimedean. Other necessary and sufficient conditions will be obtained
by studying various properties of the partial ordering ≤P . For instance, we
consider the topology T defined by ≤P or we study the unit interval T = {x :
−1 ≤P x ≤P 1} as a convex set in the vector space KQ over Q.
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For a subset S of KQ the core of S consists of all x ∈ S such that each line

through x contains an open segment (a, b) with x ∈ (a, b) and (a, b) ⊆ S. Here
of course, (a, b) = {ρa+ (1 − ρ)b : ρ ∈ Q and 0 < ρ < 1}. Note that in infinite
dimensional vector spaces there exist convex sets whose affine hull is the whole
space but whose core is nevertheless empty. Conditions characterizing the fields
for which all order preserving real places are embeddings are for instance:

1. The sequence 1
2n converges to zero with respect to topology T .

2. In the vector space KQ the (convex) set T has non-empty core.

3. The topology T can be defined by a spectral norm µ satisfying µ(1) = 1,
µ(λx) = |λ|µ(x) for all x ∈ K, λ ∈ Q, and µ(x) ≤ 1 if and only if x ∈ T .

Stanisław Siudut Stability of the Cauchy equation for convolutions

Let S be a real or complex normed algebra with multiplication ∗ and let F
be a S-valued function defined on S.

The equation

F (x ∗ y) − F (x) ∗ F (y) = 0 (x, y ∈ S)

will be called superstable if for each F satisfying

‖F (x ∗ y) − F (x) ∗ F (y)‖ ≤ δ, x, y ∈ S,

where δ > 0, either F is a bounded function or F (x ∗ y) = F (x) ∗ F (y) for all
x, y ∈ S.

The above equation is not superstable for some functions algebras with
convolution multiplication ∗. However, under some additional assumptions on
the range F (S) of F , if the set {F (x∗y)−F (x)∗F (y) : x, y ∈ S} is bounded in
S then F is a bounded function or ‖F (x∗y)−F (x)∗F (y)‖ = 0 for all x, y ∈ S.

Dariusz Sokołowski Solutions with exponential character to a linear func-

tional equation and roots of its characteristic equation

We deal with the functional equation

ϕ(x) =

∫

S

ϕ (x+M(s))σ(ds) (1)

and its characteristic equation
∫

S

eλM(s)σ(ds) = 1 (2)

assuming that (S,Σ, σ) is a finite measure space, M :S −→ R is a Σ-measurable
bounded function and σ(M 6= 0) > 0. By a solution of (1) we mean a real
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function ϕ defined on a set of the form (a,+∞) ∩W with W + 〈M(S)〉 ⊂ W ,
and such that for every

x ∈ (a+ sup{|M(s)| : s ∈ S},+∞) ∩W
the integral

∫

S
ϕ(x +M(s))σ(ds) exists and (1) holds. Our main result reads.

Theorem
Assume λ is a real number. If for some solution ϕ of (1) either a finite and

nonzero limit

lim
x→+∞

ϕ(x)

xeλx

exists, or

0 < lim inf
x→+∞

ϕ(x)

eλx
6 lim sup

x→+∞

ϕ(x)

eλx
< +∞,

then λ is a root of (2).

Paweł Solarz Iterative roots for homeomorphisms with a rational rotation

number

Let F :S1 −→ S1 be an orientation-preserving homeomorphism such that
its rotation number is rational, i.e., α(F ) = q

n , where q, n ∈ N, gcd(q, n) = 1
and q < n. Denote by PerF the set of all periodic points of F and let

M+
F :=

{

u ∈ PerF : ∃w ∈ PerF \ {u} :

(−−−−→
(u,w) ∩ PerF = ∅ ∧ ∀ z ∈ −−−−→

(u,w) z ∈ −−−−−−−−→
(u, Fn(z))

)

}

.

The continuous and orientation-preserving solutions of the equation

Gm(z) = F (z), z ∈ S1,

where m ≥ 2 is an integer, exist if and only if some orientation-preserving
continuous solution Φ: PerF → S1 of the equation

Φ(F (z)) = e2πi q

n Φ(z), z ∈ PerF

satisfies

e2πi q+jn

mn Φ[PerF ] = Φ[PerF ] and e2πi q+jn

mn Φ[M+
F ] = Φ[M+

F ]

for some j ∈ {0, . . . ,m− 1}.

Tomasz Szostok On some conditional Cauchy equation

Let X be a real inner product space. The Cauchy equation with the right-
hand side multiplied by some constant is considered. This equation is assumed

for all x, y ∈ X satisfying the equality ‖x−y‖
‖x+y‖ = α where α ∈ (0,∞) is given.

Solutions of this conditional equation under some assumptions are determined.
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Jacek Tabor Shadowing with multidimensional time in Banach spaces

As it is well-known, many stability problems can be reduced to the following
one concerning difference equations:

Problem
Let (Ak)k∈Z be a sequence of bounded linear operators in a Banach space X
and let (yk)k∈Z ⊂ X be such that

‖yk+1 −Akyk‖ ≤ δ for k ∈ Z.

Does there exist a solution to xk+1 = Axk such that

‖xk − yk‖ ≤ ε ?

The aim of the talk is to deal with the generalization of the above problem
to the case of multidimensional time. Applying the Taylor functional calculus
[3] we generalize the results from [2] to the case of Banach spaces [1].

[1] Z. Mączyńska, Jacek Tabor, Shadowing with multidimensional time in Banach

spaces, J. Math. Anal. Appl., to appear.

[2] S.Yu. Pilyugin, Sergei B. Tikhomirov, Shadowing in actions of some Abelian

groups, Fund. Math. 179 (2003), 83-96.

[3] J.L. Taylor, The analytic-functional calculus for several commuting operators,
Acta Math. 125 (1970), 1-38.

Józef Tabor Restricted stability of the Cauchy equation in metric semigroups

Joint work with Jacek Tabor.
Let f : [0,∞) −→ [1,∞) be defined by

f(x) :=
1

3
x+ 1.

Then

f(x+ y) − f(x) − f(y)| ≤ 1 for x, y ∈ [0,∞),

but there is no additive function a: [0,∞) −→ [1,∞) satisfying the condition

sup
x∈[0,∞)

|f(x) − a(x)| <∞.

However, function f can be approximated by an additive one on [3,∞).
Namely, we have

∣

∣

∣
f(x) − 1

3
x

∣

∣

∣
≤ 1 for x ∈ [3,∞).

Such an effect is caused by the fact that the division by 2 is not globally
performable in the set [1,∞).

Our aim is to deal with the stability of the Cauchy equation in such a frame.
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Peter Volkmann Characterization of the absolute value of complex linear

functionals by functional equations

Joint work with Karol Baron.
Let V be a complex vector space. The functions f(x) = |ϕ(x)| (x ∈ V )

with some linear ϕ:V −→ C are characterized by each of the two equations

sup
α∈R

f(x+ eαiy) = f(x) + f(y) and inf
α∈R

f(x+ eαiy) = |f(x) − f(y)|.

The paper will appear in Sem. LV
(http://www.mathematik.uni-karlsruhe.de/∼semlv).

Janusz Walorski On some solutions of the Schröder equation in Banach

spaces

LetX be a Banach space. We consider the problem of existence and unique-
ness of solutions of the Schröder equation

ϕ(f(x)) = Aϕ(x),

where the function f :X −→ X and the bounded linear operator A:X −→ X

are given.

Szymon Wąsowicz On error bounds for Gauss–Legendre and Lobatto quadra-

ture rules

For a function f : [−1, 1] −→ R let

G2(f) :=
1

2

(

f

(

−
√

3

3

)

+ f
(

√
3

3

))

,

G3(f) :=
5

18
f

(

−
√

15

5

)

+
4

9
f(0) +

5

18
f

(
√

15

5

)

,

L(f) :=
1

12
f(−1) +

5

12
f

(

−
√

5

5

)

+
5

12
f

(
√

5

5

)

+
1

12
f(1),

S(f) :=
1

6
(f(−1) + 4f(0) + f(1)) .

The operators G2 and G3 are connected with Gauss–Legendre quadrature rules.
The operators L and S are connected with Lobatto and Simpson’s quadrature
rules, respectively. We establish the following inequalities:

Proposition
If f : [−1, 1] −→ R is 3-convex, then G2(f) ≤ G3(f) ≤ S(f) and L(f) ≤ S(f).

We apply this result to give the error bounds for quadrature rules G3 and L for
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four times differentiable functions (instead of six times differentiable functions
as in the classical results known from numerical analysis).

[1] Sz. Wąsowicz, On error bounds for Gauss–Legendre and Lobatto quadrature rules,
J. Inequal. Pure Appl. Math. 7(3) (2006), Art. 84, 1-7.

Marek Żołdak Asymptotic stability of isometries in p-homogeneous F-spaces

Joint work with Józef Tabor.
The equation of isometry in Banach spaces is stable in Hyers–Ulam sense.

It happens that in complete Frechet spaces this equation is not stable. We
prove that if p ∈ (0, 1], r > 0, ε > 0; X,Y are complete p-homogeneous spaces,
f :X −→ Y is a surjective mapping such that f(0) = 0 and

| ‖f(x) − f(y)‖r − ‖x− y‖r | ≤ ε for x, y ∈ X,

then there exist a linear surjective isometry U and a constant L > 0 such that

‖f(x) − U(x)‖ ≤ L(εp‖x‖1−pr + ε
1

r ) for x ∈ X,

when pr < 1, and

‖f(x) − U(x)‖ ≤ Lε
1

r for x ∈ X,

when pr > 1.Problems and Remarks
1. Remark. Dynamical systems generated by two maps

Let δj : I −→ I, j = 1, 2, be continuous maps of the interval I = [−1, 1] into
itself satisfying:

1◦ all δj do not decrease; 2◦ R(δ1)∩R(δ2) = {0}; 3◦ R(δ1)∪R(δ2) = I

with R(δj) a range of δj . The semigroup Φδ generated by δ1, δ2 consists of
al maps δJ : I −→ I of the form δJ = δjn ◦ . . . ◦ δj1 , where J = (j1, . . . , jn) is
an arbitrary multi-index with jk = 1 or jk = 2. A sequence (t1, . . . , tn, . . .) of
points tk ∈ I is called orbit if for all k = 1, 2, . . . we have

tk+1 = δjk(tk), jk ∈ {1, 2}. (∗)

Let T1 and T2 be arbitrary disjoint closed subsets in I and T = T1∪T2. An orbit
(t1, t2, . . .) is called T -guiding if in (∗) jk = 1 as tk ∈ T2 and jk = 2 as tk ∈ T1.
This notion plays a crucial role when studying various forms of the solvability
of general linear functional equations. For example, when describing the kernel
of the Cauchy type operator CF := F (δ1 + δ2)−F (δ1)−F (δ2) with the above
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δ1, δ2 the result follows immediately if we note that the maximal value of any
element F ∈ kerC spreads along T -guiding orbits, where T = T1 ∪ T2 and
Tj = {t | δ′j(t) = 0}, see [B. Paneah, Funct. Anal. Appl., 37 (2003), 46-60].
Finally, attractor A in Φδ is a collection of points x ∈ I such that for any
point t ∈ I there is a T -guiding orbit (t, δj1(t), . . .) converging to x. The main
problem (solution of which finds immediately many applications) is as follows:
given maps δ1, δ2 and sets T1, T2 to describe all attractors of the dynamical
system Φδ . A particular solution of the problem is given in the above mentioned
paper.

Boris Paneah

2. Remark.

During the 44th International Symposium on Functional Equations held in
Louisville in May, 2006, Janusz Brzdęk asked on all self-mappings of a given
semigroup satisfying the equation

f(x) + f(y + f(y)) = f(y) + f(x+ f(y)). (1)

Recently, Marcin Balcerowski from Katowice proved some results on (1) as well
as on the more general equation

f(x) + f(y + g(y)) = f(y) + f(x+ g(y)). (2)

Among them the following can be proved.

Theorem
Let G be a group and let g:G −→ G. Assume that the group 〈g(G)〉 generated

by g(G) is G. Let H be an Abelian group. Then f :G −→ H satisfies (2) if and

only if it is affine, that is

f(x) = a(x) + b, x ∈ G

with an additive a:G −→ H and a b ∈ H.

Corollaries
1. Let G be an abelian group and let f :G −→ G. Assume that 〈f(G)〉 = G.

Then f is a solution of (1) if and only if it is affine.

2. A function f : R −→ R is a continuous solution of (1) if and only if

f(x) = ax+ b, x ∈ R,

with some a, b ∈ R.

3. A function f : C −→ C is an analytic solution of (1) if and only if

f(z) = az + b, z ∈ C,

with some a, b ∈ C.

Witold Jarczyk
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3. Problem.

Let D ⊂ R
2 be an open region. Determine the general solution of

k(x+ y) = f(x)g(y) + h(y) ((x, y) ∈ D). (1)

More exactly, determine all f :D1 −→ R, g, h:D2 −→ R, k:D+ −→ R satisfy-
ing (1), where

D1 := {x | ∃y : (x, y) ∈ D},
D2 := {y | ∃x : (x, y) ∈ D},
D+ := {x+ y | (x, y) ∈ D}.

(2)

BACKGROUND

I solved equation (1) (Proc. Amer. Math. Soc. 133 (2005), 3227-3233)
when k is locally nonconstant (not constant on neighbourhood of any point in
D+; called philandering by Lundberg, Sablik et al.)

No other assumption. The problem is to eliminate this one assumption.

Why is the equation (1) interesting?

f(x+ y) = f(x)g(y) + h(y) (k = f) (3)

is fundamental to characterising power means among quasiarithmetic means.
For k = h the equation

k(x+ y) = f(x)g(y) + h(y) ((x, y) ∈ D) (1)

i.e.

h(x+ y) = f(x)g(y) + h(y) ((x, y) ∈ D) (4)

played an important role in comparison of utility representations (Gilányi-Ng-
Aczél, J. Math. Anal. Appl. 304 (2005), 572-583).

Of course, also the Pexider equations

k(x+ y) = f(x)g(y) ((x, y) ∈ D) (5)

and

k(x+ y) = f(x) + h(y) ((x, y) ∈ D) (6)

are particular cases of (1).
As is known, (6) can be solved by extension, that is there exist F,H,K: R −→

R satisfying

F = f on D1 , H = h on D2 , K = k onD+

and

K(u+ v) = F (u) +H(v) for (u, v) ∈ R
2.

Surprisingly, for (5) such an extension is in general, not possible (possible
only if k is nowhere zero on D+), as Fulvia Skoff showed by counterexample.
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By a constructive method, Baker, Aczél and Skoff found the general solutions

of (5). Similarly, if k is not locally nonconstant, extension would not work in
general for (1), another (constructive?) method would be needed to find the
general solution of (1).

János Aczél

4. Remark and Problem. On the stability of the Hermite–Hadamard inequal-

ity

The convexity of a continuous real function f : I −→ R defined on an open
interval I ⊆ R is characterized by both sides of the well-known Hermite–
Hadamard inequality, i.e., we have the following

Fact 1
The following three assertions are equivalent:

(i) f is convex;

(ii)
1

y − x

y
∫

x

f(t) dt ≤ f(x) + f(y)

2
(x, y ∈ I, x < y);

(iii) f

(

x+ y

2

)

≤ 1

y − x

y
∫

x

f(t) dt (x, y ∈ I, x < y).

For a proof and further generalizations see the book of Niculescu and Pers-
son [4] and the paper [1].

Related to ε-convexity, we have the next (easy to verify)

Fact 2
Assume that f is ε-convex in the following sense

(i)∗ f(tx+ (1 − t)y) ≤ tf(x) + (1 − t)f(y) + ε (x, y ∈ I, t ∈ [0, 1]).

Then

(ii)∗
1

y − x

y
∫

x

f(t) dt ≤ f(x) + f(y)

2
+ ε (x, y ∈ I, x < y);

(iii)∗ f

(

x+ y

2

)

≤ 1

y − x

y
∫

x

f(t) dt+ ε (x, y ∈ I, x < y).

Conversely, if (ii)∗ and (iii)∗ hold then f is 4ε-convex.

Proof. Assume that f is ε-convex. Then, integrating (i)∗ with respect to t
over [0, 1], one obtains (ii)∗. To deduce (iii)∗, observe that (i)∗ implies



11th International Conferen
e on Fun
tional Equations and Inequalities 169
f

(

x+ y

2

)

≤ f(tx+ (1 − t)y) + f(ty + (1 − t)x)

2
+ ε (x, y ∈ I, t ∈ [0, 1]).

Integrating this inequality with respect to t over [0, 1], one arrives at (iii)∗.
If (ii)∗ and (iii)∗ hold then

f

(

x+ y

2

)

≤ f(x) + f(y)

2
+ 2ε (x, y ∈ I).

Now, using the result of Ng and Nikodem [3], the 4ε-convexity of f follows.

A problem presented at the 5th Katowice–Debrecen Winter Seminar in
Będlewo was if any of the inequalities (ii)∗ or (iii)∗ implies the cε-convexity
of f for some positive constant c. By a recent paper of Nikodem, Riedel and
Sahoo [5], the answers to both of these questions are negative, i.e., neither (ii)∗

nor (iii)∗ imply the cε-convexity of f for any c > 0.
Briefly, in [5] the following result was proved:

1. The function fx) := lnx, (x > 0) satisfies (ii)∗ with ε = 1 but it is not
c-convex for any c > 0.

2. For all n ∈ N there exists a function fn which satisfies (iii)∗ with ε = 1
but not c-convex for any 0 < c < n.

Related to another version of approximate convexity that was studied in [2]
we have

Fact 3
Assume that f is (ε, 1)-Jensen-convex in the following sense

(i)∗∗ f

(

x+ y

2

)

≤ f(x) + f(y)

2
+ ε|x− y| (x, y ∈ I, t ∈ [0, 1]).

Then

(ii)∗∗
1

y − x

y
∫

x

f(t) dt ≤ f(x) + f(y)

2
+ ε|x− y| (x, y ∈ I, x < y);

(iii)∗∗ f

(

x+ y

2

)

≤ 1

y − x

y
∫

x

f(t) dt+
ε

2
|x− y| (x, y ∈ I, x < y).

Conversely, if (ii)∗∗ and (iii)∗∗ hold then f is
(

3
2ε, 1

)

-Jensen-convex.

Proof. Assume that f is (ε, 1)-convex. Then, by the main result of [2],

f(tx+ (1 − t)y) ≤ tf(x) + (1 − t)f(y) + 2εT (t)|x− y| (x, y ∈ I, t ∈ [0, 1]),

where T : R −→ R denotes the Takagi-function defined by
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T (t) :=

∞
∑

n=0

dist(2nt,Z)

2n
(t ∈ R).

Now, integrating this inequality with respect to t over [0, 1], using that
∫ 1

0 T (t) dt = 1
2 , one obtains (ii)∗∗. To deduce (iii)∗∗, observe that (i)∗∗ im-

plies, for x, y ∈ I, t ∈ [0, 1],

f

(

x+ y

2

)

≤ f(tx+ (1 − t)y) + f(ty + (1 − t)x)

2
+ ε |1 − 2t| |x− y|.

Integrating this inequality with respect to t over [0, 1], one gets (iii)∗.
If (ii)∗∗ and (iii)∗∗ hold then

f

(

x+ y

2

)

≤ f(x) + f(y)

2
+

3

2
ε|x− y| (x, y ∈ I),

which means the (3
2ε, 1)-Jensen-convexity of f .

Motivated by the above fact, we can raise the following

Problem
Does either (ii)∗∗ or (iii)∗∗ imply the (cε, 1)-convexity of f for some positive
constant c?

[1] M. Bessenyei, Zs. Páles, Characterizations of convexity via Hadamard’s inequality,
Math. Inequal. Appl. 9 (2006), 53-62.

[2] A. Házy, Zs. Páles, On approximately midconvex functions, Bull. London Math.
Soc. 36 (2004), 339-350.

[3] C.T. Ng, K. Nikodem, On approximately convex functions, Proc. Amer. Math.
Soc. 118 (1993), 103-108.

[4] C.P. Niculescu, L.E. Persson, Convex Functions and Their Applications. A Con-

temporary Approach, CMS Books in Mathematics/Ouvrages de Mathématiques
de la SMC, 23, Springer, New York, 2006.

[5] K. Nikodem, T. Riedel, P. Sahoo, The stability problem of the Hermite–Hadamard

inequality, submitted.

Zsolt Páles

5. Remark. Functional equations involving weighted quasi-arithmetic means

and their Gauss composition (presented by Zs. Páles)
Let I ⊂ R be a nonvoid open interval. Let Mi: I

2 −→ I (i = 1, 2, 3) be
weighted quasi-arithmetic means with the property

M3 = M1 ⊗M2 ,

where ⊗ denote the Gauss composition of M1 and M2. We consider the fol-
lowing two functional equations for the unknown f : I −→ R:
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(1) f(M1(x, y)) + f(M2(x, y)) = f(x) + f(y) (x, y ∈ I),

(2) 2f(M3(x, y)) = f(x) + f(y) (x, y ∈ I).

It is known, that all solutions of (2) are solutions of (1), too. We give a complete
characterization for the means Mi (i = 1, 2, 3) so that arbitrary solution of (1)
also satisfy (2).

Zoltán Daróczy

6. Remark.

In 1960 the following system of equalities was solved by Aczél and Gołąb
(see [1], also [2])

H(s, t, x) = H(u, t,H(s, u, x)), (1)

H(s, s, x) = x. (2)

One can observe that equations (1) and (2) themselves do not need any alge-
braic structures in the domain of H so we could assume that the function H

acts as follows H :S × S ×X −→ X where S and X are sets.
Moreover, it is known that if (S,+) is a group and F :S×X −→ X satisfies

the translation equation

F (s+ t, x) = F (t, F (s, x))

with natural initial condition

F (0, x) = x, (3)

then the function H :S × S ×X −→ X defined by

H(s, t, x) := F (s− t, x)

satisfies the system of (1) and (2).
Nevertheless, condition (3) is common but in some situations is not fulfilled

by solution of the translation equation. It leads to the idea of solving equa-
tion (1) without equality (2). In this direction we have proved the following
proposition.

Proposition
Let S,X be sets and let H :S × S × X −→ X be a solution of equation (1).
Therefore there are functions Φ,Ψ:S ×X −→ X such that

H(s, t, x) := Ψ(t,Φ(s, x)) for every s, t ∈ S, x ∈ X. (4)

Moreover, if Φ,Ψ:S × X −→ X are functions such that for every u ∈ S:

Ψ(u, ·)−1 = Φ(u, ·) on the set Φ(S×X), then the function H :S×S×X −→ X

given by the formula (4) is a solution of equation (1).
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[1] J. Aczél, S. Gołąb, Funktionalgleichungen der Theorie der Geometrischen Objekte,

PWN, Warszawa, 1960.

[2] Z. Moszner, Les equations et les inégalités liées à l’équation de translation, Opus-
cula Math. 19 (1999), 19-43.

Grzegorz Guzik

7. Problem.

Is the following conjecture true?

Conjecture
Let the diffeomorphism Ψ: (0,∞) −→ (0,∞) have no fixed point. If for every

increasing self-diffeomorphism g of the closed interval [0,∞) the function

gΨ(x) := Ψ−1 (g(Ψ(x))) , x > 0,

(with value 0 at zero) is again a self-diffeomorphism of [0,∞), then the deriva-

tive DΨ of Ψ is slowly varying at zero.

For making the problem more readable, let us sketch a proof of the inverse
claim. For, let the diffeomorphism Ψ have slowly varying derivative, i.e., let

lim
x→0

DΨ(λ · x)
DΨ(x)

= 1 for all λ > 0.

Then both, Ψ and Ψ−1 are regularly varying with exponent 1 (we are omitting
the details). Moreover for the derivative of gΨ we have

DgΨ(x) =
DΨ(x)

DΨ(Ψ−1 ◦ g ◦ Ψ(x))
·Dg(Ψ(x)).

With the use of Dg(0) > 0, by the regular variability of Ψ−1 we obtain that
the ratio of the arguments of Ψ has a finite and positive limit as follows,

lim
x→0

x

Ψ−1 ◦ g ◦ Ψ(x)
= lim

x→0

Ψ−1 ◦ Ψ(x)

Ψ−1 ◦ g ◦ Ψ(x)
= lim

x→0

Ψ(x)

g ◦ Ψ(x)

= lim
y→0

y

g(y)
= (Dg(0))−1 ∈ (0,∞).

By the slow variability of DΨ and by continuity of Dg, the limit DgΨ(0+)

equals 1 · Dg(0). By similar arguments from DgΨ(0) = limx→0
gΨ(x)
x one can

get that DgΨ(0) = Dg(0), too. Thus, DgΨ is continuous at zero, which closes
the most important step for the inverse claim.

Joachim Domsta
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8. Remark.

The Theorem formulated on p. 159 of the report on the 10th ICFEI (Ann.
Acad. Paed. Cracov. Studia Math., 5 (2006)) is not true. A counterexample:
F (x, y) = x, (x, y) ∈ R

2, was communicated to the speaker by Professor Karol
Baron.

Bogdan Choczewski

9. Remark. Regular variability in functional equations

This remark is related to the lecture presented by professor Zsolt Páles (see
Abstracts of Talks, page 157). Some of the results use the regular variability
almost everywhere for obtaining uniqueness of the generating function from the
mean, dependent additionally on some generating measure (mean of a mixed
type). We want to point at the fact that the regular variability has been used
already in the following (obviously much simpler) problem of restoring f from
the mean defined as follows

Mf (x, y) := f−1

(

xf(x) + yf(y)

x+ y

)

, x, y ∈ I (1)

where f is a continuous and strictly monotonic function defined on an interval
I of positive reals. For a point x0 ∈ I let the auxiliary function

δ0(u) := f(x0 + u) − f(x0) whenever x0 + u ∈ I (2)

be regularly varying at 0 with non-zero exponent, i.e., let

lim
u→0

δ0(λ · u)

δ0(u)
= λρ for λ > 0, where ρ ∈ (0,∞). (3)

(For measurable functions the definition is equivalent to the notion introduced
by J. Karamata in [5]; for review of the regular variability see [1], [4] or [6], and
for the facts suitable for the functional equations, see [1].) In terms of

µ0(u) := Mf (x0, x0 + u) − x0, w0(u) :=
x0 + u

2x0 + u
, (4)

definition (1) implies the following homogeneous equation

δ0(µ0(u)) = w0(u) · δ0(u) whenever u ∈ I − x0 , (5)

where I − x0 := {x− x0 : x ∈ I}. It is shown in [3] that

f(x) = f(x0) + (f(x1) − f(x0)) · lim
n→∞

(

µ0
n(x− x0)

µ0
n(x1 − x0)

)ρ

· W0;n(x1 − x0)

W0;n(x− x0)

where µ0 is given by the x0-cut of Mf according to (4), and
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W0;n(u) :=

n−1
∏

j=0

w0(µ0
j(u)) for u ∈ I − x0 . (6)

whenever (x− x0) · (x1 − x0) > 0, x1, x ∈ I.

[1] N.H. Bingham, C.M. Goldie, J.L. Teugels, Regular Variation, Encyclopedia of
Mathematics and Its Applications 27, Cambridge University Press, Cambridge –
New York –New Rochelle –Melbourne – Sydney, 1987.

[2] J. Domsta, Regularly Varying Solutions of Functional Equations in a Single Vari-

able – Applications to the Regular Iteration, Uniwersytet Gdański, Gdańsk, 2002.

[3] J. Domsta, J. Matkowski, Invariance of the arithmetic mean with respect to special

mean-type mappings, Aequationes Math. 71 (2006), 70-85.

[4] W. Feller, An Introduction to Probability Theory and its Applications, vol. 2, John
Wiley and Sons, Inc., New York, 1966.

[5] J. Karamata, Sur un mode de croissance régulière des fonctions, Mathematica
(Cluj), 4 (1930), 38-53.

[6] E. Seneta, Regularly varying functions, Lecture Notes in Math. 508, Springer-
Verlag, Berlin –Heidelberg –New York, 1976.

Joachim Domsta

10. Remark. Embedding commuting functions into a regular iteration group

An increasing continuous self-mapping f : (0,∞) → (0,∞) is said to be
Szekeresian if f(x) < x, for all x > 0, possesses the derivative at zero D0f :=

limx→0
f(x)
x in (0, 1) and if the Szekeres principal function

ϕf (x‖y) := lim
n→∞

fn(x)

fn(y)
, x > 0,

is continuous for some y > 0. If additionally f is homeomorphic onto (0,∞)
then ϕf (· ‖y) is the unique regularly varying at zero solution of the canonical
Schröder equation

ϕf (f(x)‖y) = d · ϕf (x‖y), x > 0, where d = D0f

equal 1 at y, for arbitrary positive y (for details, see [1]). The following are
considerations which were suggested to me by prof. J. Matkowski. Let f and g
be commuting Szekeresian homeomorphisms. Then ϕf := ϕf (x‖y), with fixed
y, satisfies

d · (ϕf ◦ g) = ϕf ◦ f ◦ g = (ϕf ◦ g) ◦ f,
which means that ϕf ◦ g is again a regularly varying solution of the canonical
Schröder equation for f . By a suitable uniqueness theorem, for some positive
constant C

ϕf ◦ g = C · ϕf .
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All the facts together show, that ϕf is the Szekeres principal function for g and

that C = D0g . Let us introduce ρ := logD0g
logD0f

.

Corollary
If ϕf is homeomorphic, then there is exactly one regular iteration group con-

taining f and g. Moreover the iterates are given by the formula:

ft = (ϕf )
−1 ◦ (dt · ϕf ), t ∈ (−∞,∞),

and f = f1 and g = fρ .

Conjecture
If ρ /∈ Q, then there is a regular iteration group (ft; t ∈ T ) indexed by the

(dense) additive subgroup T generated by 1 and ρ and such that f = f1 and

g = fρ .

[1] J. Domsta, Regularly Varying Solutions of Functional Equations in a Single Vari-

able – Applications to the Regular Iteration, Uniwersytet Gdański, Gdańsk, 2002.
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